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There is an unimpeachable reason to visit the 
Sistine Chapel, namely to see Michelangleo’s 
frescoes. ... Most of  you who have been [there] 
will have forgotten ... there are wonderful frescoes 
by other famous masters, namely Botticelli...

... I concede that the fascination of  charm decays 
might not match that of  beauty decays any more 
than Botticelli can match the power of  
Michelangelo. Of  course, Botticelli is still 
Botticelli, i.e. a first-rate artist, but what about 
charm?

... I will argue that future charm studies can 
provide us with first rate lessons of  fundamental 
dynamics...

- I. Bigi, “Charm Physics - Like Botticelli in the Sistine 
Chapel (2001)”
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Neutral Meson Mixing

D0 mixing is dominated by long-distance 
contributions (both Δm and ΔΓ)
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Neutral meson mixing III:

Meson flavors !m/" !"/2" observed?

K0
   sd 0.474 0.997 1958

B0
   bd 0.77  < 1% 1987

B
s

0
   bs 27 0.15 0.07 2006

D0
   cu    < 0.029 0.011 0.005 March 2007 
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but mixing dominated by long-distance 

contributions (both !m and !" )

                                                            

Theoryx <
∼

y ∼

10−6
− 10−3 (short distance)

10−3
− 10−2 (long distance)
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D0 mixing - the Formalism
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|D1(t)〉 = |D1〉e−(Γ1/2+im1)

|D2(t)〉 = |D2〉e−(Γ2/2+im2)
|D0〉 = (|D1〉+ |D2〉) /2p
|D̄0〉 = (|D1〉 − |D2〉) /2q

|D0(t)〉 = e−(Γ/2+im)t
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cosh [(...)t] |D0〉 +

q

p
sinh [(...)t] |D̄0〉

}

|D̄0(t)〉 = e−(Γ/2+im)t

{
p

q
sinh [(...)t] |D0〉 + cosh [(...)t] |D̄0〉

}

(...) =
∆Γ

4
+ i

∆m

2

m ≡ (m1 + m2)/2 Γ ≡ (Γ1 + Γ2)/2

∆m ≡ m2 −m1 ∆Γ ≡ Γ2 − Γ1



D0 mixing - the Formalism
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|〈f |H|D0(t)〉|2 ∝ e−Γt

{
1 + (yR(λ)− xI(λ)) Γt + |λ|2x2 + y2

4
(Γt)2

}For ∆m t! 1 and ∆Γ t! 1

x ≡ ∆m

Γ
y ≡ ∆Γ

2Γ
λ ≡ q

p

A(D̄0 → f)

A(D0 → f)
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D0 mixing - key exp’tal features

Flavor tag by D*

p(D*) > ~2.5 GeV to eliminate D0’s from B 
decays
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Experimental Method

  Initial flavor of D0(t) is determined from D*+  D0!+ or D*"  D0!" 

This also greatly reduces background:  Q= m
K!!
"m

K!
"m

!
 only 6 MeV/c 

(very near threshold)

  D0 proper decay time #t = (l
dec 

/p)  x  (m/c) measurement:

e- e+Beamspot

!s

K

!

D0

ldec

D*

  p(D*) > 2.5 GeV to eliminate D0's from B meson decay

(at e+e"  $(4S) resonance, %(bb)/%(all) = 1/3 )

 fit for vertex position



D0 mixing - exp’tal results

Lifetime difference

• PRL 98, 211803               •  0712.2249 

Hadronic D0 decays

• PRL 99, 131803               •  PRL 98, 211802

Semileptonic D0 decays

• 0802.2952                      •  PRD 76, 014018
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#

BELLE

BELLE

new

new

new

new
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

∃ various measurements using
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H. W. Zhao,48 S. Brunet,49 D. Côté,49 M. Simard,49 P. Taras,49 F. B. Viaud,49 H. Nicholson,50 G. De Nardo,51 F. Fabozzi,51,‡

L. Lista,51 D. Monorchio,51 C. Sciacca,51 M. A. Baak,52 G. Raven,52 H. L. Snoek,52 C. P. Jessop,53 J. M. LoSecco,53

G. Benelli,54 L. A. Corwin,54 K. K. Gan,54 K. Honscheid,54 D. Hufnagel,54 H. Kagan,54 R. Kass,54 J. P. Morris,54

A. M. Rahimi,54 J. J. Regensburger,54 R. Ter-Antonyan,54 Q. K. Wong,54 N. L. Blount,55 J. Brau,55 R. Frey,55 O. Igonkina,55

J. A. Kolb,55 M. Lu,55 R. Rahmat,55 N. B. Sinev,55 D. Strom,55 J. Strube,55 E. Torrence,55 N. Gagliardi,56 A. Gaz,56

M. Margoni,56 M. Morandin,56 A. Pompili,56 M. Posocco,56 M. Rotondo,56 F. Simonetto,56 R. Stroili,56 C. Voci,56

E. Ben-Haim,57 H. Briand,57 G. Calderini,57 J. Chauveau,57 P. David,57 L. Del Buono,57 Ch. de la Vaissière,57 O. Hamon,57

Ph. Leruste,57 J. Malclès,57 J. Ocariz,57 A. Perez,57 L. Gladney,58 M. Biasini,59 R. Covarelli,59 E. Manoni,59 C. Angelini,60

PRL 98, 211802 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
25 MAY 2007

0031-9007=07=98(21)=211802(7) 211802-1  2007 The American Physical Society

Evidence for D0-D0 Mixing

B. Aubert,1 M. Bona,1 D. Boutigny,1 Y. Karyotakis,1 J. P. Lees,1 V. Poireau,1 X. Prudent,1 V. Tisserand,1 A. Zghiche,1

J. Garra Tico,2 E. Grauges,2 L. Lopez,3 A. Palano,3 G. Eigen,4 B. Stugu,4 L. Sun,4 G. S. Abrams,5 M. Battaglia,5

D. N. Brown,5 J. Button-Shafer,5 R. N. Cahn,5 Y. Groysman,5 R. G. Jacobsen,5 J. A. Kadyk,5 L. T. Kerth,5

Yu. G. Kolomensky,5 G. Kukartsev,5 D. Lopes Pegna,5 G. Lynch,5 L. M. Mir,5 T. J. Orimoto,5 M. T. Ronan,5,*
K. Tackmann,5 W. A. Wenzel,5 P. del Amo Sanchez,6 C. M. Hawkes,6 A. T. Watson,6 T. Held,7 H. Koch,7

B. Lewandowski,7 M. Pelizaeus,7 T. Schroeder,7 M. Steinke,7 D. Walker,8 D. J. Asgeirsson,9 T. Cuhadar-Donszelmann,9

B. G. Fulsom,9 C. Hearty,9 N. S. Knecht,9 T. S. Mattison,9 J. A. McKenna,9 A. Khan,10 M. Saleem,10 L. Teodorescu,10

V. E. Blinov,11 A. D. Bukin,11 V. P. Druzhinin,11 V. B. Golubev,11 A. P. Onuchin,11 S. I. Serednyakov,11 Yu. I. Skovpen,11

E. P. Solodov,11 K. Yu. Todyshev,11 M. Bondioli,12 S. Curry,12 I. Eschrich,12 D. Kirkby,12 A. J. Lankford,12 P. Lund,12

M. Mandelkern,12 E. C. Martin,12 D. P. Stoker,12 S. Abachi,13 C. Buchanan,13 S. D. Foulkes,14 J. W. Gary,14 F. Liu,14

O. Long,14 B. C. Shen,14 L. Zhang,14 H. P. Paar,15 S. Rahatlou,15 V. Sharma,15 J. W. Berryhill,16 C. Campagnari,16

A. Cunha,16 B. Dahmes,16 T. M. Hong,16 D. Kovalskyi,16 J. D. Richman,16 T. W. Beck,17 A. M. Eisner,17 C. J. Flacco,17

C. A. Heusch,17 J. Kroseberg,17 W. S. Lockman,17 T. Schalk,17 B. A. Schumm,17 A. Seiden,17 D. C. Williams,17

M. G. Wilson,17 L. O. Winstrom,17 E. Chen,18 C. H. Cheng,18 F. Fang,18 D. G. Hitlin,18 I. Narsky,18 T. Piatenko,18

F. C. Porter,18 G. Mancinelli,19 B. T. Meadows,19 K. Mishra,19 M. D. Sokoloff,19 F. Blanc,20 P. C. Bloom,20 S. Chen,20

W. T. Ford,20 J. F. Hirschauer,20 A. Kreisel,20 M. Nagel,20 U. Nauenberg,20 A. Olivas,20 J. G. Smith,20 K. A. Ulmer,20

S. R. Wagner,20 J. Zhang,20 A. M. Gabareen,21 A. Soffer,21 W. H. Toki,21 R. J. Wilson,21 F. Winklmeier,21 Q. Zeng,21

D. D. Altenburg,22 E. Feltresi,22 A. Hauke,22 H. Jasper,22 J. Merkel,22 A. Petzold,22 B. Spaan,22 K. Wacker,22 T. Brandt,23

V. Klose,23 M. J. Kobel,23 H. M. Lacker,23 W. F. Mader,23 R. Nogowski,23 J. Schubert,23 K. R. Schubert,23 R. Schwierz,23

J. E. Sundermann,23 A. Volk,23 D. Bernard,24 G. R. Bonneaud,24 E. Latour,24 V. Lombardo,24 Ch. Thiebaux,24

M. Verderi,24 P. J. Clark,25 W. Gradl,25 F. Muheim,25 S. Playfer,25 A. I. Robertson,25 Y. Xie,25 M. Andreotti,26 D. Bettoni,26

C. Bozzi,26 R. Calabrese,26 A. Cecchi,26 G. Cibinetto,26 P. Franchini,26 E. Luppi,26 M. Negrini,26 A. Petrella,26

L. Piemontese,26 E. Prencipe,26 V. Santoro,26 F. Anulli,27 R. Baldini-Ferroli,27 A. Calcaterra,27 R. de Sangro,27

G. Finocchiaro,27 S. Pacetti,27 P. Patteri,27 I. M. Peruzzi,27,† M. Piccolo,27 M. Rama,27 A. Zallo,27 A. Buzzo,28 R. Contri,28

M. Lo Vetere,28 M. M. Macri,28 M. R. Monge,28 S. Passaggio,28 C. Patrignani,28 E. Robutti,28 A. Santroni,28 S. Tosi,28

K. S. Chaisanguanthum,29 M. Morii,29 J. Wu,29 R. S. Dubitzky,30 J. Marks,30 S. Schenk,30 U. Uwer,30 D. J. Bard,31

P. D. Dauncey,31 R. L. Flack,31 J. A. Nash,31 M. B. Nikolich,31 W. Panduro Vazquez,31 P. K. Behera,32 X. Chai,32

M. J. Charles,32 U. Mallik,32 N. T. Meyer,32 V. Ziegler,32 J. Cochran,33 H. B. Crawley,33 L. Dong,33 V. Eyges,33

W. T. Meyer,33 S. Prell,33 E. I. Rosenberg,33 A. E. Rubin,33 A. V. Gritsan,34 Z. J. Guo,34 C. K. Lae,34 A. G. Denig,35

M. Fritsch,35 G. Schott,35 N. Arnaud,36 J. Béquilleux,36 M. Davier,36 G. Grosdidier,36 A. Höcker,36 V. Lepeltier,36
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yCP =
τk±π∓

〈τh+h−〉
− 1

CP
conserved

yCP = y = ∆Γ/2Γ

∆Y =
τk±π∓

〈τh+h−〉
AΓAΓ =

τ+
hh − τ−hh

τ+
hh + τ−hh

CP
conserved

0

• Study D0 mixing by apparent lifetime difference for D0 →
K+K−, π+π− and D0 → K−π+

• Approximately, the effective lifetimes are:

τ+
hh = τKπ/

[
1 +

∣∣∣∣
q

p

∣∣∣∣ (y cos ϕf − x sinϕf)

]

τ−hh = τKπ/

[
1 +

∣∣∣∣
p

q

∣∣∣∣ (y cos ϕf + x sinϕf)

]

ϕf ≡ arg(λ)
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avoid bias, details of the analysis procedure were finalized
without consulting quantities sensitive to yCP and A!.

The Belle detector is described in detail elsewhere [11]:
It includes, in particular, a silicon vertex detector [13], a
central drift chamber, an array of aerogel Cherenkov coun-
ters, and time-of-flight scintillation counters. We recon-
struct D!" ! D0!"

s decays with a characteristic slow pion
!s, and D0 ! K"K#, K#!", and !"!#. The charge of
the !$

s determines the flavor of the produced neutral D
meson. Each track is required to have at least two associ-
ated vertex detector hits in each of the two measuring
coordinates. To select pion and kaon candidates, we im-
pose standard particle identification criteria [14]. D0

daughter tracks are refitted to a common vertex, and the
D0 production vertex is found by constraining its momen-
tum vector and the !s track to originate from the e"e#

interaction region; confidence levels exceeding 10#3 are
required for both fits. A D! momentum greater than
2:5 GeV=c (in the c.m.) is required to reject D mesons
produced in B-meson decays and to suppress combinato-
rial background. The proper decay time of the D0 candi-

date is then calculated from the projection of the vector
joining the two vertices ~L onto the D0 momentum vector
t % mD0 ~L & ~p=p2, where mD0 is the nominal D0 mass. The
decay-time uncertainty "t is evaluated event by event from
the covariance matrices of the production and decay
vertices.

Candidate D0 mesons are selected using two kinematic
observables: the invariant mass of the D0 decay products M
and the energy released in the D!" decay q % 'MD! #
M#m!(c2. MD! is the invariant mass of the D0!s combi-
nation, and m! is the !" mass.

According to Monte Carlo (MC) simulated distributions
of t, M, and q, background events fall into four categories:
(i) combinatorial, with zero apparent lifetime; (ii) true D0

mesons combined with random slow pions (this has the
same apparent lifetime as the signal); (iii) D0 decays to
three or more particles; and (iv) other charm hadron de-
cays. The apparent lifetime of the latter two categories is
10%–30% larger than #D0 . Since we find differences in M
and q distributions between MC simulation and data
events, we perform fits to data distributions to obtain
scaling factors for the individual background categories
and signal widths and then tune the background fractions
and signal shapes in the MC simulation event by event.

The sample of events for the lifetime measurements is
selected using j"Mj="M, where "M ) M#mD0 , j"qj )
q# 'mD!" #mD0 #m!(c2, and "t. The invariant mass
resolution "M varies from 5:5–6:8 MeV=c2, depending
on the decay channel. Selection criteria are chosen to
minimize the expected statistical error on yCP, using the
tuned MC simulation: We require j"Mj="M < 2:3,
j"qj< 0:80 MeV, and "t < 370 fs. The data distributions
and agreement with the tuned MC distributions are shown
in Figs. 1(a)–1(d). We find 111* 103K"K#, 1:22*
106K#!", and 49* 103!"!# signal events, with purities
of 98%, 99%, and 92%, respectively.

The relative lifetime difference yCP is determined from
D0 ! K"K#, K#!", and !"!# decay-time distributions
by performing a simultaneous binned maximum likelihood
fit to the three samples. Each distribution is assumed to be a
sum of signal and background contributions, with the
signal contribution being a convolution of an exponential
and a detector resolution function:

 dN=dt % Nsig

#

Z
e#t0=#R't# t0(dt0 " B't(: (3)

The resolution function R't# t0( is constructed from the
normalized distribution of the decay-time uncertainties "t
[see Fig. 1(e)]. The "t of a reconstructed event ideally
represents an uncertainty with a Gaussian probability den-
sity: In this case, we take bin i in the "t distribution to
correspond to a Gaussian resolution term of width "i, with
a weight given by the fraction fi of events in that bin.
However, the distribution of ‘‘pulls,’’ i.e., the normalized
residuals 'trec # tgen(="t (where trec and tgen are recon-
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FIG. 1. M distribution of selected events (with j"qj<
0:80 MeV and "t < 370 fs) for (a) K"K#, (b) K#!", and
(c) !"!# final states. The histogram shows the tuned MC
distribution. (d) q distribution (with j"Mj="M < 2:3 and "t <
370 fs) for the K"K# final state. (e) Normalized distribution of
errors "t on the decay time t for D0 ! K#!", showing the
construction of the resolution function using the fraction fi in the
bin with "t % "i. (f) Fitted lifetime of D0 mesons in the K#!"

final state in four running periods with slightly different con-
ditions and the result of a fit to a constant. The world average
value (W.A.) is also shown.
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#

BELLE

BELLE

new

new

new

new

structed and generated MC decay times), is not well de-
scribed by a Gaussian. We find that this distribution can be
fitted with a sum of three Gaussians of different widths
!pull

k and fractions wk, constrained to the same mean. We
therefore choose a parametrization

 R!t" t0# $
Xn

i$1

fi
X3

k$1

wkG!t" t0;!ik; t0#; (4)

with !ik $ sk!
pull
k !i, where the sk are three scale factors

introduced to account for differences between the simu-
lated and real !pull

k , and t0 allows for a (common) offset of
the Gaussian terms from zero.

The background B!t# is parametrized assuming two life-
time components: an exponential and a " function, each
convolved with corresponding resolution functions as pa-
rametrized by Eq. (4). Separate B!t# parameters for each
final state are determined by fits to the t distributions of
events in M sidebands. The tuned MC simulation is used to
select the sideband region that best reproduces the timing
distribution of background events in the signal region. We
find good agreement between the tuned MC simulation and
data sidebands, with a normalized #2 of 0.85, 0.83, and
0.83 for KK, K$, and $$, respectively.

The R!t" t0# and background parametrizations are vali-
dated using MC simulation and the large D0 ! K"$%

sample selected from data. In the simulation, the ratio of
scale factors sk (k $ 1; 2; 3) is consistent between decay
modes, within small statistical uncertainties. The offset t0
is also independent of the final state, but it changes slightly
for simulated samples describing different running periods.
Four such periods, coinciding with changes to the detector,
have been identified based on small variations of the mean
t value for D0 ! K"$% in the data. We perform a separate
fit to each period and average the results to obtain the final
value of yCP. The free parameters of each simultaneous fit
are %D0 , yCP, the three sk factors for the K"$% mode, two
terms that rescale the sk values in the K%K" and $%$"

channels, the offset t0, and normalization terms for the
three decay modes. Fits to the D0 ! K"$% sample show
good agreement with the parameters of R!t" t0# obtained
from simulation.

For the second running period, we modify Eq. (4) to add
mode-dependent offsets !t between the first two Gaussian
terms, making the resolution function asymmetric; these
three parameters are also left free in the fit. We find that
such a function is required to yield the D0 ! K"$% life-
time consistent with that in the other running periods. (This
behavior has been reproduced with a MC model includ-
ing a small relative misalignment of the vertex detector
and the drift chamber. While small changes in the shape of
the resolution function, as described below, influence the
individual measured lifetimes, they have a very small ef-
fect on the value of yCP.) The lifetime fit results are shown
in Fig. 1(f): The mean %D0 $ &408:7' 0:6!stat#( fs is in

good agreement with the current world average !410:1'
1:5# fs [1].

Fits to the D0 ! K%K", K"$%, and $%$" data for the
four running periods are shown in Figs. 2(a)–2(c), by sum-
ming both the data points and the fit functions. Averaging
the fit results, we find yCP $ &1:31' 0:32!stat#(%, 4.1 stan-
dard deviations from zero. The agreement between the
data and the fit functions is good: #2=ndof $ 1:08 for
ndof $ 289 degrees of freedom. Fitting K%K"=K"$%

and $%$"=K"$% events separately, we obtain yCP $
&1:25' 0:39!stat#(% and yCP $ &1:44' 0:57!stat#(%, re-
spectively, in agreement with each other. The yCP values
for the four running periods are also consistent, with
#2=ndof $ 1:53=3.

To measure the CPV parameter A", we separately de-
termine the apparent lifetimes of D0 and #D0 in decays to
the CP eigenstates; the data are fit in four running pe-
riods as for yCP. As the scale factors si are now determined
from the K%K" and $%$" samples rather than (mainly)
from the large K"$% sample, to ensure convergence of
the fits we fix the scale factor s3 for the widest Gaussian to
the value obtained from the yCP fit. We obtain A" $
&0:01' 0:30!stat#(%, consistent with zero; the quality of
the fit is good, with #2=ndof $ 1:00 for ndof $ 390.
Separate fits to the two CP eigenstates find compatible
values: A" $ &0:15' 0:35!stat#(% for K%K" and
"&0:28' 0:52!stat#(% for $%$".
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FIG. 2. Results of the simultaneous fit to decay-time distribu-
tions of (a) D0 ! K%K", (b) D0 ! K"$%, and (c) D0 !
$%$" decays. The cross-hatched area represents background
contributions, the shape of which was fitted using M sideband
events. (d) Ratio of decay-time distributions between D0 !
K%K";$%$" and D0 ! K"$% decays. The solid line is a fit
to the data points.
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

5

π+
s candidate that may have originated from a reconstructed

gamma conversion or π0 Dalitz decay.

To reduce combinatorial backgrounds from D0’s produced

via B-meson decay we require each D0 to have a momen-

tum in the CM frame greater than 2.5 GeV/c. We also require
−2 < t < 4 ps and σt < 0.5 ps. The most probable value of
σt for signal events is 0.16 ps. For cases where multipleD∗±

candidates in an event share one or more tracks, we retain only

the candidate with the highest P (χ2).
The distribution of the difference in the reconstructedD∗+

andD0 masses (δm) peaks near 145.4 MeV/c2. Backgrounds

are suppressed by discarding D∗+ candidates with a value

of δm deviating more than 0.8 MeV/c2 from the peak. In-

variant mass distributions for the selected D0 candidates are

shown in Fig. 1. For the lifetime fit, we only use events within

15 MeV/c2 of the D0 signal peak (shaded regions in Fig 1);

the event yields and purity within this signal region are also

given.
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FIG. 1: The reconstructed D0 mass distributions for the three D0

samples, within±0.8 MeV/c2 of the peak of δm. The shaded region
indicates the events used in the lifetime fit. (The structures appear-

ing above 1.92 GeV/c2 in the K−K+ decay mode, and below 1.81

GeV/c2 in the π−π+ decay mode, are mainly due to candidates with

misidentified kaons or pions.) Also shown are the yield and purity

of the three D0 samples as calculated inside the ±15MeV/c2 mass

window.

TheD0 lifetime is determined from an unbinned maximum

likelihood fit to the reconstructed decay time and its estimated

error for events in the signal region. The fit is performed si-

multaneously to all five decay samples (D0 → K− K+; D0

→ K+ K−; D0 → π− π+; D0 → π+ π−; D0 → K−π+

and D0 → K+π− combined). The D0 candidates in the

signal region can be divided into three components: D0 sig-

nal events, combinatorial background, and mis-reconstructed

charm events. Each component is described by its own prob-

ability density function (PDF) which also depends upon the

D0 orD0 decay mode.

The measured decay-time distribution of signal events is

described by an exponential convolved with a resolution func-

tion. The resolution function is the sum of three Gaussian

functions with widths proportional to σt. The three Gaussian

functions share a common mean which is allowed to be offset

from zero in order to take detector misalignment effects into

account. The effect of the offset is studied as part of the cross-

checks and taken into account as a systematic uncertainty. The

resolution function parameters are all permitted to vary in the

fit. Up to an overall scale factor in the width, the resolution

function is observed to have the same shape for all modes, in-

cluding the offset. To account for the small (1.5%) differences

in width, we introduce two parameters SK−K+ and Sπ−π+

to scale the overall width of the K−K+ and π−π+ resolu-

tion functions relative to the width of the K−π+ resolution

function. All other resolution function parameters are shared

among the different modes and are determined by a simulta-

neous fit to all modes together.

About 0.4% of the D0 signal in the K−K+ and π−π+

modes consists of a correctly reconstructedD0 combinedwith

an unrelated πs; this is estimated from MC and verified in

data. These candidates have the same resolution and lifetime

behavior as those from correctly reconstructed D∗+ decays,

but about half of them will be tagged as the wrong flavor. We

therefore include a 0.2% component in the signal PDF that

uses the lifetime of the opposite flavor state.

The decay-time distribution of the combinatorial back-

ground is described by a sum of a Gaussian and a modified

Gaussian with a power-law tail to account for a small num-

ber of events with large reconstructed lifetimes. The means of

these functions are allowed to float in the fit. Each of the three

decay modes has its own shape for the combinatorial back-

ground. These shapes are determined from fits to the events in

the sideband region defined by 1.89 < Mhh < 1.92 GeV/c2

and 0.151 < δm < 0.159 GeV/c2. We determine the amount

of combinatorial background using MC samples scaled to the

same luminosity as the data, modeling all known, relevant

physics processes. The fraction of combinatorial background

in the K−π+ mode is estimated to be (0.032 ± 0.003)%, in
the K−K+ mode (0.16 ± 0.02)%, and in the π−π+ mode

(1.8 ± 0.2)%. The uncertainties are determined by compar-
ing data and MC events in the (Mhh, δm) sideband where the
combinatorial background is dominant.

Mis-reconstructed charm background events have one or

more of the charm decay products either not reconstructed or

reconstructed with the wrong particle hypothesis. Most are

D0 mesons from a D∗+ → D0πs decay with a correctly

reconstructed πs. For the K−π+ mode, most of the charm

background is semileptonic decays D0 → K−%+ν with the
charged lepton misidentified as a pion. The semileptonic de-

cays also contribute to the K−K+ final state, but the domi-

nant contribution is from D0 → K−π+π0 in which the π0

is not reconstructed and the π+ is misidentified as a kaon.

There is also a small contribution fromD+ → K−π+π+ de-

cays. In the π−π+ mode, the charm background is almost

exclusively due to mis-reconstructedD0 → K−π+ decays in

which the kaon has been misidentified as a pion. The decay-

time distributions of the charm backgrounds are described by

an exponential convolved with a Gaussian. The parameters

are fixed to values obtained in a fit to MC events. The fraction

of charm background events in the signal region is estimated

from MC simulation and crosschecked by comparing data

5
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To reduce combinatorial backgrounds from D0’s produced

via B-meson decay we require each D0 to have a momen-

tum in the CM frame greater than 2.5 GeV/c. We also require
−2 < t < 4 ps and σt < 0.5 ps. The most probable value of
σt for signal events is 0.16 ps. For cases where multipleD∗±

candidates in an event share one or more tracks, we retain only

the candidate with the highest P (χ2).
The distribution of the difference in the reconstructedD∗+

andD0 masses (δm) peaks near 145.4 MeV/c2. Backgrounds

are suppressed by discarding D∗+ candidates with a value

of δm deviating more than 0.8 MeV/c2 from the peak. In-

variant mass distributions for the selected D0 candidates are

shown in Fig. 1. For the lifetime fit, we only use events within

15 MeV/c2 of the D0 signal peak (shaded regions in Fig 1);

the event yields and purity within this signal region are also

given.
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FIG. 1: The reconstructed D0 mass distributions for the three D0

samples, within±0.8 MeV/c2 of the peak of δm. The shaded region
indicates the events used in the lifetime fit. (The structures appear-

ing above 1.92 GeV/c2 in the K−K+ decay mode, and below 1.81

GeV/c2 in the π−π+ decay mode, are mainly due to candidates with

misidentified kaons or pions.) Also shown are the yield and purity

of the three D0 samples as calculated inside the ±15MeV/c2 mass

window.

TheD0 lifetime is determined from an unbinned maximum

likelihood fit to the reconstructed decay time and its estimated

error for events in the signal region. The fit is performed si-

multaneously to all five decay samples (D0 → K− K+; D0

→ K+ K−; D0 → π− π+; D0 → π+ π−; D0 → K−π+

and D0 → K+π− combined). The D0 candidates in the

signal region can be divided into three components: D0 sig-

nal events, combinatorial background, and mis-reconstructed

charm events. Each component is described by its own prob-

ability density function (PDF) which also depends upon the

D0 orD0 decay mode.

The measured decay-time distribution of signal events is

described by an exponential convolved with a resolution func-

tion. The resolution function is the sum of three Gaussian

functions with widths proportional to σt. The three Gaussian

functions share a common mean which is allowed to be offset

from zero in order to take detector misalignment effects into

account. The effect of the offset is studied as part of the cross-

checks and taken into account as a systematic uncertainty. The

resolution function parameters are all permitted to vary in the

fit. Up to an overall scale factor in the width, the resolution

function is observed to have the same shape for all modes, in-

cluding the offset. To account for the small (1.5%) differences

in width, we introduce two parameters SK−K+ and Sπ−π+

to scale the overall width of the K−K+ and π−π+ resolu-

tion functions relative to the width of the K−π+ resolution

function. All other resolution function parameters are shared

among the different modes and are determined by a simulta-

neous fit to all modes together.

About 0.4% of the D0 signal in the K−K+ and π−π+

modes consists of a correctly reconstructedD0 combinedwith

an unrelated πs; this is estimated from MC and verified in

data. These candidates have the same resolution and lifetime

behavior as those from correctly reconstructed D∗+ decays,

but about half of them will be tagged as the wrong flavor. We

therefore include a 0.2% component in the signal PDF that

uses the lifetime of the opposite flavor state.

The decay-time distribution of the combinatorial back-

ground is described by a sum of a Gaussian and a modified

Gaussian with a power-law tail to account for a small num-

ber of events with large reconstructed lifetimes. The means of

these functions are allowed to float in the fit. Each of the three

decay modes has its own shape for the combinatorial back-

ground. These shapes are determined from fits to the events in

the sideband region defined by 1.89 < Mhh < 1.92 GeV/c2

and 0.151 < δm < 0.159 GeV/c2. We determine the amount

of combinatorial background using MC samples scaled to the

same luminosity as the data, modeling all known, relevant

physics processes. The fraction of combinatorial background

in the K−π+ mode is estimated to be (0.032 ± 0.003)%, in
the K−K+ mode (0.16 ± 0.02)%, and in the π−π+ mode

(1.8 ± 0.2)%. The uncertainties are determined by compar-
ing data and MC events in the (Mhh, δm) sideband where the
combinatorial background is dominant.

Mis-reconstructed charm background events have one or

more of the charm decay products either not reconstructed or

reconstructed with the wrong particle hypothesis. Most are

D0 mesons from a D∗+ → D0πs decay with a correctly

reconstructed πs. For the K−π+ mode, most of the charm

background is semileptonic decays D0 → K−%+ν with the
charged lepton misidentified as a pion. The semileptonic de-

cays also contribute to the K−K+ final state, but the domi-

nant contribution is from D0 → K−π+π0 in which the π0

is not reconstructed and the π+ is misidentified as a kaon.

There is also a small contribution fromD+ → K−π+π+ de-

cays. In the π−π+ mode, the charm background is almost

exclusively due to mis-reconstructedD0 → K−π+ decays in

which the kaon has been misidentified as a pion. The decay-

time distributions of the charm backgrounds are described by

an exponential convolved with a Gaussian. The parameters

are fixed to values obtained in a fit to MC events. The fraction

of charm background events in the signal region is estimated

from MC simulation and crosschecked by comparing data

5

π+
s candidate that may have originated from a reconstructed

gamma conversion or π0 Dalitz decay.

To reduce combinatorial backgrounds from D0’s produced

via B-meson decay we require each D0 to have a momen-

tum in the CM frame greater than 2.5 GeV/c. We also require
−2 < t < 4 ps and σt < 0.5 ps. The most probable value of
σt for signal events is 0.16 ps. For cases where multipleD∗±

candidates in an event share one or more tracks, we retain only

the candidate with the highest P (χ2).
The distribution of the difference in the reconstructedD∗+

andD0 masses (δm) peaks near 145.4 MeV/c2. Backgrounds

are suppressed by discarding D∗+ candidates with a value

of δm deviating more than 0.8 MeV/c2 from the peak. In-

variant mass distributions for the selected D0 candidates are

shown in Fig. 1. For the lifetime fit, we only use events within

15 MeV/c2 of the D0 signal peak (shaded regions in Fig 1);

the event yields and purity within this signal region are also

given.
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FIG. 1: The reconstructed D0 mass distributions for the three D0

samples, within±0.8 MeV/c2 of the peak of δm. The shaded region
indicates the events used in the lifetime fit. (The structures appear-

ing above 1.92 GeV/c2 in the K−K+ decay mode, and below 1.81

GeV/c2 in the π−π+ decay mode, are mainly due to candidates with

misidentified kaons or pions.) Also shown are the yield and purity

of the three D0 samples as calculated inside the ±15MeV/c2 mass

window.

TheD0 lifetime is determined from an unbinned maximum

likelihood fit to the reconstructed decay time and its estimated

error for events in the signal region. The fit is performed si-

multaneously to all five decay samples (D0 → K− K+; D0

→ K+ K−; D0 → π− π+; D0 → π+ π−; D0 → K−π+

and D0 → K+π− combined). The D0 candidates in the

signal region can be divided into three components: D0 sig-

nal events, combinatorial background, and mis-reconstructed

charm events. Each component is described by its own prob-

ability density function (PDF) which also depends upon the

D0 orD0 decay mode.

The measured decay-time distribution of signal events is

described by an exponential convolved with a resolution func-

tion. The resolution function is the sum of three Gaussian

functions with widths proportional to σt. The three Gaussian

functions share a common mean which is allowed to be offset

from zero in order to take detector misalignment effects into

account. The effect of the offset is studied as part of the cross-

checks and taken into account as a systematic uncertainty. The

resolution function parameters are all permitted to vary in the

fit. Up to an overall scale factor in the width, the resolution

function is observed to have the same shape for all modes, in-

cluding the offset. To account for the small (1.5%) differences

in width, we introduce two parameters SK−K+ and Sπ−π+

to scale the overall width of the K−K+ and π−π+ resolu-

tion functions relative to the width of the K−π+ resolution

function. All other resolution function parameters are shared

among the different modes and are determined by a simulta-

neous fit to all modes together.

About 0.4% of the D0 signal in the K−K+ and π−π+

modes consists of a correctly reconstructedD0 combinedwith

an unrelated πs; this is estimated from MC and verified in

data. These candidates have the same resolution and lifetime

behavior as those from correctly reconstructed D∗+ decays,

but about half of them will be tagged as the wrong flavor. We

therefore include a 0.2% component in the signal PDF that

uses the lifetime of the opposite flavor state.

The decay-time distribution of the combinatorial back-

ground is described by a sum of a Gaussian and a modified

Gaussian with a power-law tail to account for a small num-

ber of events with large reconstructed lifetimes. The means of

these functions are allowed to float in the fit. Each of the three

decay modes has its own shape for the combinatorial back-

ground. These shapes are determined from fits to the events in

the sideband region defined by 1.89 < Mhh < 1.92 GeV/c2

and 0.151 < δm < 0.159 GeV/c2. We determine the amount

of combinatorial background using MC samples scaled to the

same luminosity as the data, modeling all known, relevant

physics processes. The fraction of combinatorial background

in the K−π+ mode is estimated to be (0.032 ± 0.003)%, in
the K−K+ mode (0.16 ± 0.02)%, and in the π−π+ mode

(1.8 ± 0.2)%. The uncertainties are determined by compar-
ing data and MC events in the (Mhh, δm) sideband where the
combinatorial background is dominant.

Mis-reconstructed charm background events have one or

more of the charm decay products either not reconstructed or

reconstructed with the wrong particle hypothesis. Most are

D0 mesons from a D∗+ → D0πs decay with a correctly

reconstructed πs. For the K−π+ mode, most of the charm

background is semileptonic decays D0 → K−%+ν with the
charged lepton misidentified as a pion. The semileptonic de-

cays also contribute to the K−K+ final state, but the domi-

nant contribution is from D0 → K−π+π0 in which the π0

is not reconstructed and the π+ is misidentified as a kaon.

There is also a small contribution fromD+ → K−π+π+ de-

cays. In the π−π+ mode, the charm background is almost

exclusively due to mis-reconstructedD0 → K−π+ decays in

which the kaon has been misidentified as a pion. The decay-

time distributions of the charm backgrounds are described by

an exponential convolved with a Gaussian. The parameters

are fixed to values obtained in a fit to MC events. The fraction

of charm background events in the signal region is estimated

from MC simulation and crosschecked by comparing data
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gamma conversion or π0 Dalitz decay.
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via B-meson decay we require each D0 to have a momen-

tum in the CM frame greater than 2.5 GeV/c. We also require
−2 < t < 4 ps and σt < 0.5 ps. The most probable value of
σt for signal events is 0.16 ps. For cases where multipleD∗±

candidates in an event share one or more tracks, we retain only

the candidate with the highest P (χ2).
The distribution of the difference in the reconstructedD∗+

andD0 masses (δm) peaks near 145.4 MeV/c2. Backgrounds

are suppressed by discarding D∗+ candidates with a value

of δm deviating more than 0.8 MeV/c2 from the peak. In-

variant mass distributions for the selected D0 candidates are

shown in Fig. 1. For the lifetime fit, we only use events within

15 MeV/c2 of the D0 signal peak (shaded regions in Fig 1);

the event yields and purity within this signal region are also

given.

)2) (GeV/c+!
-

KM(

1.8 1.82 1.84 1.86 1.88 1.9 1.92

2
E

n
tr

ie
s
 /

 1
 M

e
V

/c

0

5000

10000

15000

20000

25000

30000

35000

40000
+!

-
K

)2) (GeV/c
-

K
+

KM(

1.8 1.82 1.84 1.86 1.88 1.9 1.92
2

E
n

tr
ie

s
 /

 1
 M

e
V

/c

0

500

1000

1500

2000

2500

3000

3500

4000

4500

-
K

+
K

)2) (GeV/c-!+!M(

1.8 1.82 1.84 1.86 1.88 1.9 1.92

2
E

n
tr

ie
s

 /
 1

 M
e

V
/c

0

200

400

600

800

1000

1200

1400

1600

!!

Sample Size Purity (%)

K−π+ 730,880 99.9

K−K+ 69,696 99.6

π−π+ 30,679 98.0

FIG. 1: The reconstructed D0 mass distributions for the three D0

samples, within±0.8 MeV/c2 of the peak of δm. The shaded region
indicates the events used in the lifetime fit. (The structures appear-

ing above 1.92 GeV/c2 in the K−K+ decay mode, and below 1.81

GeV/c2 in the π−π+ decay mode, are mainly due to candidates with

misidentified kaons or pions.) Also shown are the yield and purity

of the three D0 samples as calculated inside the ±15MeV/c2 mass

window.

TheD0 lifetime is determined from an unbinned maximum

likelihood fit to the reconstructed decay time and its estimated

error for events in the signal region. The fit is performed si-

multaneously to all five decay samples (D0 → K− K+; D0

→ K+ K−; D0 → π− π+; D0 → π+ π−; D0 → K−π+

and D0 → K+π− combined). The D0 candidates in the

signal region can be divided into three components: D0 sig-

nal events, combinatorial background, and mis-reconstructed

charm events. Each component is described by its own prob-

ability density function (PDF) which also depends upon the

D0 orD0 decay mode.

The measured decay-time distribution of signal events is

described by an exponential convolved with a resolution func-

tion. The resolution function is the sum of three Gaussian

functions with widths proportional to σt. The three Gaussian

functions share a common mean which is allowed to be offset

from zero in order to take detector misalignment effects into

account. The effect of the offset is studied as part of the cross-

checks and taken into account as a systematic uncertainty. The

resolution function parameters are all permitted to vary in the

fit. Up to an overall scale factor in the width, the resolution

function is observed to have the same shape for all modes, in-

cluding the offset. To account for the small (1.5%) differences

in width, we introduce two parameters SK−K+ and Sπ−π+

to scale the overall width of the K−K+ and π−π+ resolu-

tion functions relative to the width of the K−π+ resolution

function. All other resolution function parameters are shared

among the different modes and are determined by a simulta-

neous fit to all modes together.

About 0.4% of the D0 signal in the K−K+ and π−π+

modes consists of a correctly reconstructedD0 combinedwith

an unrelated πs; this is estimated from MC and verified in

data. These candidates have the same resolution and lifetime

behavior as those from correctly reconstructed D∗+ decays,

but about half of them will be tagged as the wrong flavor. We

therefore include a 0.2% component in the signal PDF that

uses the lifetime of the opposite flavor state.

The decay-time distribution of the combinatorial back-

ground is described by a sum of a Gaussian and a modified

Gaussian with a power-law tail to account for a small num-

ber of events with large reconstructed lifetimes. The means of

these functions are allowed to float in the fit. Each of the three

decay modes has its own shape for the combinatorial back-

ground. These shapes are determined from fits to the events in

the sideband region defined by 1.89 < Mhh < 1.92 GeV/c2

and 0.151 < δm < 0.159 GeV/c2. We determine the amount

of combinatorial background using MC samples scaled to the

same luminosity as the data, modeling all known, relevant

physics processes. The fraction of combinatorial background

in the K−π+ mode is estimated to be (0.032 ± 0.003)%, in
the K−K+ mode (0.16 ± 0.02)%, and in the π−π+ mode

(1.8 ± 0.2)%. The uncertainties are determined by compar-
ing data and MC events in the (Mhh, δm) sideband where the
combinatorial background is dominant.

Mis-reconstructed charm background events have one or

more of the charm decay products either not reconstructed or

reconstructed with the wrong particle hypothesis. Most are

D0 mesons from a D∗+ → D0πs decay with a correctly

reconstructed πs. For the K−π+ mode, most of the charm

background is semileptonic decays D0 → K−%+ν with the
charged lepton misidentified as a pion. The semileptonic de-

cays also contribute to the K−K+ final state, but the domi-

nant contribution is from D0 → K−π+π0 in which the π0

is not reconstructed and the π+ is misidentified as a kaon.

There is also a small contribution fromD+ → K−π+π+ de-

cays. In the π−π+ mode, the charm background is almost

exclusively due to mis-reconstructedD0 → K−π+ decays in

which the kaon has been misidentified as a pion. The decay-

time distributions of the charm backgrounds are described by

an exponential convolved with a Gaussian. The parameters

are fixed to values obtained in a fit to MC events. The fraction

of charm background events in the signal region is estimated

from MC simulation and crosschecked by comparing data

• Background events may contain effects
differing in each mode

• Event selection is chosen for high purity

• e.g. require |δm− q0| < 0.8 MeV/c2

q0 = 145.4 MeV/c2: nominal value for
D∗+ −D0 mass difference (δm)
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and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 GeV/c2 and 0.14 < δm < 0.16 GeV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K−π+, (0.2 ± 0.1)% for

K−K+, and (0.15 ± 0.15)% for π−π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (stat) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K−K+ mode, the

π−π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K−K+ and π−π+ modes, and assuming the same value of

ϕf for theK−K+ and π−π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample yCP ∆Y
K−K+ (1.60 ± 0.46 ± 0.17)% (−0.40 ± 0.44 ± 0.12)%
π−π+ (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% (−0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75± 0.51 fs. This offset was seen in our re-
cent K−π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K−π+ and D0 → K+π− decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the tagged K−π+ sample, the

middle plots are theD∗+ (left) andD∗− (right) taggedK−K+ sam-

ples, and the bottom plots are the tagged π−π+ samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D∗ tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K−π+ decays where the D0 is not re-

quired to come from a D∗ decay. This untagged sample has

about five times as manyD0 decays as theD∗ tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-
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and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 GeV/c2 and 0.14 < δm < 0.16 GeV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K−π+, (0.2 ± 0.1)% for

K−K+, and (0.15 ± 0.15)% for π−π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (stat) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K−K+ mode, the

π−π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K−K+ and π−π+ modes, and assuming the same value of

ϕf for theK−K+ and π−π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample yCP ∆Y
K−K+ (1.60 ± 0.46 ± 0.17)% (−0.40 ± 0.44 ± 0.12)%
π−π+ (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% (−0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75± 0.51 fs. This offset was seen in our re-
cent K−π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K−π+ and D0 → K+π− decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the tagged K−π+ sample, the

middle plots are theD∗+ (left) andD∗− (right) taggedK−K+ sam-

ples, and the bottom plots are the tagged π−π+ samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D∗ tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K−π+ decays where the D0 is not re-

quired to come from a D∗ decay. This untagged sample has

about five times as manyD0 decays as theD∗ tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-

6

and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 GeV/c2 and 0.14 < δm < 0.16 GeV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K−π+, (0.2 ± 0.1)% for

K−K+, and (0.15 ± 0.15)% for π−π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (stat) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K−K+ mode, the

π−π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K−K+ and π−π+ modes, and assuming the same value of

ϕf for theK−K+ and π−π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample yCP ∆Y
K−K+ (1.60 ± 0.46 ± 0.17)% (−0.40 ± 0.44 ± 0.12)%
π−π+ (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% (−0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75± 0.51 fs. This offset was seen in our re-
cent K−π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K−π+ and D0 → K+π− decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the tagged K−π+ sample, the

middle plots are theD∗+ (left) andD∗− (right) taggedK−K+ sam-

ples, and the bottom plots are the tagged π−π+ samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D∗ tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K−π+ decays where the D0 is not re-

quired to come from a D∗ decay. This untagged sample has

about five times as manyD0 decays as theD∗ tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-

6

and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 GeV/c2 and 0.14 < δm < 0.16 GeV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K−π+, (0.2 ± 0.1)% for

K−K+, and (0.15 ± 0.15)% for π−π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (stat) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K−K+ mode, the

π−π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K−K+ and π−π+ modes, and assuming the same value of

ϕf for theK−K+ and π−π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample yCP ∆Y
K−K+ (1.60 ± 0.46 ± 0.17)% (−0.40 ± 0.44 ± 0.12)%
π−π+ (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% (−0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75± 0.51 fs. This offset was seen in our re-
cent K−π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K−π+ and D0 → K+π− decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the tagged K−π+ sample, the

middle plots are theD∗+ (left) andD∗− (right) taggedK−K+ sam-

ples, and the bottom plots are the tagged π−π+ samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D∗ tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K−π+ decays where the D0 is not re-

quired to come from a D∗ decay. This untagged sample has

about five times as manyD0 decays as theD∗ tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-

* BaBar’s AΓ def. is opposite to Belle’s
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

7

divided data samples is in almost all cases nearly identical to

that obtained by fitting the full data sample with one common

lifetime and resolution function as described previously. The

largest variation is observed with the polar angle of the D0

meson in the laboratory frame, where decays perpendicular

to the beam line are found to have almost no resolution off-

set, while decays into the forward region of the detector have

a large offset. Since the acceptance for D0 → K−K+ de-

cays is lower in the forward region than for D0 → K−π+ or

D0 → π−π+ decays, the polar angle dependence in the offset

could potentially introduce a different average offset for each

of the three modes. This is accounted for in the systematic

errors.

The systematic uncertainties on the mixing parameters are

small since most uncertainties in the lifetimes cancel in the

ratios. We have considered variations in the signal and back-

ground fit models, changes to the event selection and detector

effects that could introduce biases in the lifetime. Table II

summarizes the various systematic uncertainties. The evalua-

tion of each of these is described below. The systematic un-

certainty on yCP and∆Y averaged over the two CP modes is

occasionally smaller than the individual uncertainties because

of anti-correlations.

We vary the signal PDF shape, and the size and position

of the signal region. As part of the PDF shape variations, we

perform a fit without a resolution offset. The effect of the

polar angle dependence in the resolution offset is evaluated

by performing the fit with separate, floating offsets in seven

bins of polar angle, but sharing all other resolution parame-

ters and lifetimes across all polar angle bins. The difference

in the mixing parameters between this fit and the nominal fit

is found to be small (< 0.02%). The largest systematic con-
tribution to yKK

CP (0.12%) is due to widening the signal region
mass interval from 15 to 25 MeV/c2. The choice of signal re-

gion determines the level of mis-reconstructed signal events

included in the fit.

The mis-reconstructed charm background is a very small

component in the lifetime fit and is determined using MC

events. Varying the charm background fraction (depending

on the mode) and the effective lifetime, both within their as-

sociated uncertainties, yields a minor contribution to the sys-

tematic uncertainty.

Because of the high purity, the results have little sensitivity

to the modeling of the combinatorial background, except in

the π−π+ mode where varying the fraction of combinatorial

background by 10% yields a systematic uncertainty in yππ
CP of

0.14%. We also alter the fit procedure by using a different
sideband region and by substituting the MC decay time distri-

bution for that obtained from fitting the data. Neither variation

contributes a large systematic uncertainty.

We have studied the effect of varying the event selection

criteria, which could potentially affect the lifetime measure-

ment. Changing the treatment of events where multiple D∗+

candidates share one or more tracks (either keeping all of them

or throwing them all out) has little effect, while changing the

upper bound on the decay time uncertainty from 0.5 to 0.4 ps
yields the largest systematic uncertainty on yππ

CP of 0.172%.
As with the D0 mass window, the choice of the σt range af-

TABLE II: Summary of systematic uncertainties on yCP and ∆Y ,
separately for K−K+ and π−π+ and averaged over the two CP
modes, in percent.

σyCP
(%) σ∆Y (%)

Systematic K−K+ π−π+ Av. K−K+ π−π+ Av.

Signal model 0.130 0.059 0.085 0.072 0.265 0.062

Charm bkg. 0.062 0.037 0.043 0.001 0.002 0.001

Combinatoric bkg. 0.019 0.142 0.045 0.001 0.005 0.002

Selection criteria 0.068 0.178 0.046 0.083 0.172 0.011

Detector model 0.064 0.080 0.064 0.054 0.040 0.054

Quadrature sum 0.172 0.251 0.132 0.122 0.318 0.083

fects the level of mis-reconstructed events.

To evaluate the effect of possible misalignments in the SVT

on the mixing parameters, signal MC events are reconstructed

with different alignment parameters, and the analysis is re-

peated. The misalignments introduce resolution offsets in

the MC of up to 10 fs and the corresponding fitted lifetimes
change by up to 3 fs. However, since the lifetimes of all decay
modes change by similar amounts, the effect on yCP and∆Y
is small. We also changed the energy loss correction applied

in the tracking by 20% since a previous analysis has shown

that the energy loss is underestimated in the reconstruction of

data events [13]. This changes the fitted lifetimes by about

0.5 fs but has little effect on the mixing parameters.
We combine the results shown in table I, with those from a

previous BABAR study [14], based on 91 fb−1 of data, that

does not require a D∗+ parent to identify the D0 decays.

While use of these untagged D0 decays increases the sen-

sitivity to yCP through a factor of five increase in statistics,

it also introduces different background behavior and there-

fore different systematic errors. We have not used these un-

tagged events in the current analysis, and thus the untagged

data sample of the earlier analysis is essentially disjoint and

its results statistically independent. Systematic uncertainties

in the previous analysis were dominated by the limited num-

ber of simulated events. Since the MC samples in the present

study are presented here are entirely independent, this uncer-

tainty is not correlated with those on the new results. Con-

servatively assuming the remaining systematic uncertainties

to be 100% correlated, we combine the two results using the

BLUE method [15] and obtain yCP = [1.03 ± 0.33(stat) ±
0.19(syst))]%.
In summary, we have obtained a value of yCP = [1.24 ±

0.39(stat) ± 0.13(syst))]% which is evidence of D0-D0

mixing at the 3σ level. It is compatible with our previous

result [14] and the recent lifetime ratio measurement from

Belle of yCP = [1.31 ± 0.32(stat) ± 0.25(syst)]% [2]. We

find no evidence for CP violation and determine ∆Y to be

[−0.26± 0.36(stat)± 0.08(syst)]%. The result is consistent
with SM estimates for mixing.

We are grateful for the extraordinary contributions of our

PEP-II colleagues in achieving the excellent luminosity and

machine conditions that have made this work possible. The

• Syst. error on the average can be smaller than
the individual ones because of anti-correlations.

• Combined with the previous analysis (of untagged
sample, 91 fb−1), improve stat. error for yCP :

yCP = (1.03± 0.33± 0.19)%

cf. yCP = (1.24± 0.39± 0.13)% (this analysis only)
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y
CP

 (%)

World average  1.132 ± 0.266 %

BaBar 2007  1.030 ± 0.330 ± 0.190 %

Belle 2007  1.310 ± 0.320 ± 0.250 %

Belle 2002 -0.500 ± 1.000 ± 0.800 %

CLEO 2002 -1.200 ± 2.500 ± 1.400 %

FOCUS 2000  3.420 ± 1.390 ± 0.740 %

E791 1999  0.732 ± 2.890 ± 1.030 %

 HFAG-charm 

      Beijing 2007  

 HFAG-charm 

     Beijing 2007  

-0.2 0 0.2 0.4 0.6

 A
!
 (%)

World average  0.123 ! 0.248 %

BaBar 2007  0.260 ! 0.360 ! 0.080 %

Belle 2007  0.010 ! 0.300 ! 0.150 %

 HFAG-charm 
 Lepton-Photon 2007  
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|〈f |H|D0(t)〉|2 ∝ e−Γt

{
1 + (yR(λ)− xI(λ)) Γt + |λ|2x2 + y2

4
(Γt)2

}Master formula

for f = K+π− (wrong-sign), λ =
q

p

Af

Af
=

∣∣∣∣
q

p

∣∣∣∣
√

RDei(φ+δ)
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Wrong-sign D0(t)  K+!" decays

R(D0(t)→f) ∝ e−Γt

{

1 + [ y Re(λ) − x Im(λ) ] (Γt) + |λ|2
x2 + y2

4
(Γt)2

}

Master formula:
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4
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}

( x′ ≡ x cos δ + y sin δ y′ ≡ y cos δ − x sin δ )

D
0

D
0 !K

+  "

mix CF

DCS

 no CPV

x′ ≡ x cos δ + y sin δ y′ ≡ y cos δ − x sin δ
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

D0(t)→ K+π−

The RS and WS fmK!;!mg distributions are described
by four components: signal, random !!

s , misreconstructed
D0, and combinatorial background. The signal component
has a characteristic peak in both mK! and !m. The random
!!

s component models reconstructed D0 decays combined
with a random slow pion and has the same shape in mK! as
signal events but does not peak in !m. Misreconstructed
D0 events have one or more of the D0 decay products either
not reconstructed or reconstructed with the wrong particle
hypothesis. They peak in !m but not in mK!. For RS
events, most of these are semileptonic D0 decays. For
WS events, the main contribution is RS D0 ! K"!!

decays where the K" and the !! are misidentified as !"

and K!, respectively. Combinatorial background events
are those not described by the above components; they
do not exhibit any peaking structure in mK! or !m.

The functional forms of the probability density functions
(PDFs) for the signal and background components are
chosen based on studies of Monte Carlo (MC) samples.
However, all parameters are determined from two-
dimensional likelihood fits to data over the full mK! and
!m region.

We fit the RS and WS data samples simultaneously
with shape parameters describing the signal and random
!!

s components shared between the two data samples. We
find 1 141 500# 1200 RS signal events and 4030# 90 WS
signal events. The dominant background component is the
random !!

s background. Projections of the WS data and fit
are shown in Fig. 1.

The measured proper-time distribution for the RS signal
is described by an exponential function convolved with a
resolution function whose parameters are determined by
the fit to the data. The resolution function is the sum of
three Gaussians with widths proportional to the estimated
event-by-event proper-time uncertainty "t. The random
!!

s background is described by the same proper-time
distribution as signal events, since the slow pion has little
weight in the vertex fit. The proper-time distribution of the
combinatorial background is described by a sum of two
Gaussians, one of which has a power-law tail to account for
a small long-lived component. The combinatorial back-
ground and real D0 decays have different "t distributions,

as determined from data using a background-subtraction
technique [9] based on the fit to mK! and !m.

The fit to the RS proper-time distribution is performed
over all events in the full mK! and !m region. The PDFs
for signal and background in mK! and !m are used in the
proper-time fit with all parameters fixed to their previously
determined values. The fitted D0 lifetime is found to be
consistent with the world-average lifetime [10].

The measured proper-time distribution for the WS signal
is modeled by Eq. (1) convolved with the resolution func-
tion determined in the RS proper-time fit. The random !!

s
and misreconstructed D0 backgrounds are described by the
RS signal proper-time distribution since they are real D0

decays. The proper-time distribution for WS data is shown
in Fig. 2. The fit results with and without mixing are shown
as the overlaid curves.

The fit with mixing provides a substantially better de-
scription of the data than the fit with no mixing. The
significance of the mixing signal is evaluated based on
the change in negative log likelihood with respect to the
minimum. Figure 3 shows confidence-level (C.L.) contours
calculated from the change in log likelihood ("2! lnL) in
two dimensions (x02 and y0) with systematic uncertainties
included. The likelihood maximum is at the unphysical
value of x02 $ "2:2% 10"4 and y0 $ 9:7% 10"3. The
value of "2! lnL at the most likely point in the physically
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0:1465 GeV=c2 and (b) !m for WS candidates with 1:843<
mK! < 1:883 GeV=c2. The fitted PDFs are overlaid.
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FIG. 2. (a) Projections of the proper-time distribution of com-
bined D0 and D0 WS candidates and fit result integrated over the
signal region 1:843<mK! < 1:883 GeV=c2 and 0:1445<
!m< 0:1465 GeV=c2. The result of the fit allowing (not allow-
ing) mixing but not CP violation is overlaid as a solid (dashed)
curve. (b) The points represent the difference between the data
and the no-mixing fit. The solid curve shows the difference
between fits with and without mixing.

PRL 98, 211802 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
25 MAY 2007

211802-5

The RS and WS fmK!;!mg distributions are described
by four components: signal, random !!

s , misreconstructed
D0, and combinatorial background. The signal component
has a characteristic peak in both mK! and !m. The random
!!

s component models reconstructed D0 decays combined
with a random slow pion and has the same shape in mK! as
signal events but does not peak in !m. Misreconstructed
D0 events have one or more of the D0 decay products either
not reconstructed or reconstructed with the wrong particle
hypothesis. They peak in !m but not in mK!. For RS
events, most of these are semileptonic D0 decays. For
WS events, the main contribution is RS D0 ! K"!!

decays where the K" and the !! are misidentified as !"

and K!, respectively. Combinatorial background events
are those not described by the above components; they
do not exhibit any peaking structure in mK! or !m.

The functional forms of the probability density functions
(PDFs) for the signal and background components are
chosen based on studies of Monte Carlo (MC) samples.
However, all parameters are determined from two-
dimensional likelihood fits to data over the full mK! and
!m region.

We fit the RS and WS data samples simultaneously
with shape parameters describing the signal and random
!!

s components shared between the two data samples. We
find 1 141 500# 1200 RS signal events and 4030# 90 WS
signal events. The dominant background component is the
random !!

s background. Projections of the WS data and fit
are shown in Fig. 1.

The measured proper-time distribution for the RS signal
is described by an exponential function convolved with a
resolution function whose parameters are determined by
the fit to the data. The resolution function is the sum of
three Gaussians with widths proportional to the estimated
event-by-event proper-time uncertainty "t. The random
!!

s background is described by the same proper-time
distribution as signal events, since the slow pion has little
weight in the vertex fit. The proper-time distribution of the
combinatorial background is described by a sum of two
Gaussians, one of which has a power-law tail to account for
a small long-lived component. The combinatorial back-
ground and real D0 decays have different "t distributions,

as determined from data using a background-subtraction
technique [9] based on the fit to mK! and !m.

The fit to the RS proper-time distribution is performed
over all events in the full mK! and !m region. The PDFs
for signal and background in mK! and !m are used in the
proper-time fit with all parameters fixed to their previously
determined values. The fitted D0 lifetime is found to be
consistent with the world-average lifetime [10].

The measured proper-time distribution for the WS signal
is modeled by Eq. (1) convolved with the resolution func-
tion determined in the RS proper-time fit. The random !!

s
and misreconstructed D0 backgrounds are described by the
RS signal proper-time distribution since they are real D0

decays. The proper-time distribution for WS data is shown
in Fig. 2. The fit results with and without mixing are shown
as the overlaid curves.

The fit with mixing provides a substantially better de-
scription of the data than the fit with no mixing. The
significance of the mixing signal is evaluated based on
the change in negative log likelihood with respect to the
minimum. Figure 3 shows confidence-level (C.L.) contours
calculated from the change in log likelihood ("2! lnL) in
two dimensions (x02 and y0) with systematic uncertainties
included. The likelihood maximum is at the unphysical
value of x02 $ "2:2% 10"4 and y0 $ 9:7% 10"3. The
value of "2! lnL at the most likely point in the physically
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mK! < 1:883 GeV=c2. The fitted PDFs are overlaid.

 

E
ve

nt
s/

0.
2 

ps

200

400

600

800

1000

1200

1400

1600

200

400

600

800

1000

1200

1400

1600 Data

Mixing fit

sπRandom 
0Misrecon. D

Combinatorial

No mixing fit

t (ps)
-2 -1 0 1 2 3 4

-50

0

50

R
es

id
ua

ls

a)

b)

FIG. 2. (a) Projections of the proper-time distribution of com-
bined D0 and D0 WS candidates and fit result integrated over the
signal region 1:843<mK! < 1:883 GeV=c2 and 0:1445<
!m< 0:1465 GeV=c2. The result of the fit allowing (not allow-
ing) mixing but not CP violation is overlaid as a solid (dashed)
curve. (b) The points represent the difference between the data
and the no-mixing fit. The solid curve shows the difference
between fits with and without mixing.
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for combined WS candidates

allowed region (x02 ! 0 and y0 ! 6:4" 10#3) is 0.7 units.
The value of #2! lnL for no mixing is 23.9 units.
Including the systematic uncertainties, this corresponds
to a significance equivalent to 3.9 standard deviations (1#
C:L: ! 1" 10#4) and thus constitutes evidence for mix-
ing. The fitted values of the mixing parameters and RD are
listed in Table I. The correlation coefficient between the x02

and y0 parameters is #0:95.
Allowing for the possibility of CP violation, we calcu-

late the values of RD !
!!!!!!!!!!!!!!
R$
DR

#
D

q
and AD ! %R$

D #
R#
D&=%R$

D $ R#
D& listed in Table I, from the fitted R'

D val-
ues. The best fit points (x02', y0') shown in Table I are
more than 3 standard deviations away from the no-mixing
hypothesis. The shapes of the (x02', y0') C.L. contours are
similar to those shown in Fig. 3. All cross-checks indicate
that the close agreement between the separate D0 and D0 fit
results is coincidental.

As a cross-check of the mixing signal, we perform
independent fmK!;!mg fits with no shared parameters
for intervals in proper time selected to have approximately
equal numbers of RS candidates. The fitted WS branching
fractions are shown in Fig. 4 and are seen to increase with
time. The slope is consistent with the measured mixing pa-
rameters and inconsistent with the no-mixing hypothesis.

We validated the fitting procedure on simulated data
samples using both MC samples with the full detector
simulation and large parametrized MC samples. In all
cases, we found the fit to be unbiased. As a further cross-
check, we performed a fit to the RS data proper-time
distribution allowing for mixing in the signal component;
the fitted values of the mixing parameters are consistent
with no mixing. In addition, we found the staged fitting
approach to give the same solution and confidence regions
as a simultaneous fit in which all parameters are allowed to
vary.

In evaluating systematic uncertainties in RD and the
mixing parameters, we considered variations in the fit
model and in the selection criteria. We also considered
alternative forms of the mK!, !m, proper-time, and "t
PDFs. We varied the t and "t requirements. In addition,
we considered variations that keep or reject all D($ can-
didates sharing tracks with other candidates.

For each source of systematic error, we compute the
significance s2i ! 2)lnL%x02; y0& # lnL%x02i ; y0i&*=2:3, where
%x02; y0& are the parameters obtained from the standard fit,
%x02i ; y0i& the parameters from the fit including the ith sys-
tematic variation, and L the likelihood of the standard fit.
The factor 2.3 is the 68% confidence level for 2 degrees of
freedom. To estimate the significance of our results in
%x02; y0&, we reduce #2! lnL by a factor of 1$"s2i !
1:3 to account for systematic errors. The largest contribu-

TABLE I. Results from the different fits. The first uncertainty
listed is statistical and the second systematic.

Fit type Parameter Fit results (=10#3)

No CP viol. or mixing RD 3:53' 0:08' 0:04
No CP violation RD 3:03' 0:16' 0:10

x02 #0:22' 0:30' 0:21
y0 9:7' 4:4' 3:1

CP violation allowed RD 3:03' 0:16' 0:10
AD #21' 52' 15

x02$ #0:24' 0:43' 0:30
y0$ 9:8' 6:4' 4:5
x02# #0:20' 0:41' 0:29
y0# 9:6' 6:1' 4:3
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FIG. 4. The WS branching fractions from independent
fmK!;!mg fits to slices in measured proper time (points). The
dashed line shows the expected wrong-sign rate as determined
from the mixing fit shown in Fig. 2. The #2 with respect to
expectation from the mixing fit is 1.5; for the no-mixing hy-
pothesis (a constant WS rate), the #2 is 24.0.
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3.9σ evidence for mixing

y′ = (0.97± 0.44± 0.31)%

RD = (0.303± 0.016± 0.010)%
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Master formula

D0(t)→ K0
Sπ+π−

〈K0
Sπ+π−|H|D0(t)〉 =

1

2p

(
〈K0

Sπ+π−|H|D1(t)〉 + 〈K0
Sπ+π−|H|D1(t)〉

)

= A1e
−(Γ1/2+im1)t + A2e

−(Γ2/2+im2)t

|〈K0
Sπ+π−|H|D0(t)〉|2 = |A1|2e−Γ(1+y)t + |A2|2e−Γ(1−y)t

+2e−Γt [R(A1A
∗
2) cos xt − I(A1A

∗
2) sin xt]

• The amplitudes Aj are functions of Dalitz plot (DP) variables m2
+ =

m2(K0
Sπ+) and m2

− = m2(K0
Sπ−) and account for intermediate states.

• The amplitude as a ftn. of m2
+ and m2

− is expressed as a sum of quasi-
2-body amplitudes and a const. non-res. term.

• The t-dependent decay amplitude is fitted over the DP and the mixing
param’s. are extracted.
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D0(t)→ K0
Sπ+π−

A. J. Schwartz FPCP'07 - Bled, Slovenia  5

D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#
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BELLE

new

new
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new
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We report a measurement of D0 ! !D0 mixing parameters in D0 ! K0
S!

"!! decays using a time-
dependent Dalitz-plot analysis. We first assume CP conservation and subsequently allow for CP violation.
The results are based on 540 fb!1 of data accumulated with the Belle detector at the KEKB e"e! collider.
Assuming negligible CP violation, we measure the mixing parameters x # $0:80% 0:29"0:09"0:10

!0:07!0:14&% and
y # $0:33% 0:24"0:08"0:06

!0:12!0:08&%, where the errors are statistical, experimental systematic, and systematic
due to the Dalitz decay model, respectively. Allowing for CP violation, we obtain the CP-violating
parameters jq=pj # 0:86"0:30"0:06

!0:29!0:03 % 0:08 and arg$q=p& # $!14"16"5"2
!18!3!4&'.

DOI: 10.1103/PhysRevLett.99.131803 PACS numbers: 13.25.Ft, 11.30.Er, 12.15.Ff

Mixing in the D0 ! !D0 system is predicted to be very
small in the standard model (SM) [1] and, unlike in K0, B0,
and B0

s systems, has eluded experimental observation.
Recently, evidence for this phenomenon has been found
in D0 ! K"K!=!"!! [2] and D0 ! K"!! [3] decays.
It is important to measure D0 ! !D0 mixing in other decay
modes and to search for CP-violating (CPV) effects in
order to determine whether physics contributions outside
the SM are present. Here we study the self-conjugate decay
D0 ! K0

S!
"!!.

The time-dependent probability of flavor eigenstates D0

and !D0 to mix to each other is governed by the lifetime
"D0 # 1=", and the mixing parameters x # $m1 !m2&="
and y # $"1 ! "2&=2". The parameters m1, m2 ("1, "2) are
the masses (decay widths) of the mass eigenstates jD1;2i #
pjD0i% qj !D0i, and " # $"1 " "2&=2. The parameters p
and q are complex coefficients satisfying jpj2 " jqj2 # 1.
Various D0 decay modes have been exploited to measure or
constrain x and y [4]. For D0 ! K0

S!
"!! decays, the time

dependence of the Dalitz-plot distribution allows one to
measure x and y directly. This method was developed by
CLEO [5] using 9:0 fb!1 of data; here we extend this
method to a data sample 60 times larger.

The decay amplitude at time t of an initially produced
jD0i or j !D0i can be expressed as [5]

 

M$m2
!; m2

"; t& # A$m2
!; m2

"&
e1$t& " e2$t&

2

" q
p

!A$m2
!; m2

"&
e1$t& ! e2$t&

2
;

!M$m2
!; m2

"; t& # !A$m2
!; m2

"&
e1$t& " e2$t&

2

" p
q
A$m2

!; m2
"&

e1$t& ! e2$t&
2

;

(1)

where A and !A are the amplitudes for jD0i and j !D0i
decays as functions of the invariant-masses-squared varia-
bles m2

% ( m2$K0
S!

%&. The time dependence is contained
in the terms e1;2$t& # exp)!i$m1;2 ! i"1;2=2&t*. Upon
squaring M and !M, one obtains decay rates containing
terms exp$!"t& cos$x"t&, exp$!"t& sin$x"t&, and
exp)!$1% y&"t*.

We parametrize the K0
S!

"!! Dalitz distribution follow-
ing Ref. [6]. The overall amplitude as a function of m2

" and
m2

! is expressed as a sum of quasi-two-body amplitudes
(subscript r) and a constant nonresonant term (subscript
NR):

 A $m2
!; m2

"& #
X
r
arei#rAr$m2

!; m2
"& " aNRei#NR ; (2)
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#; m

2
"$ # !aNRei
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The functions Ar are products of Blatt-Weisskopf form
factors and relativistic Breit-Wigner functions [7].

The data were recorded by the Belle detector at the
KEKB asymmetric-energy e#e" collider [8]. The Belle
detector [9] includes a silicon vertex detector (SVD), a
central drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACC), a barrel-like arrangement of
time-of-flight scintillation counters (TOF), and an electro-
magnetic calorimeter.

We reconstruct D0 candidates via the decay chain
D&# ! "#

s D0, D0 ! K0
S"

#"" [10]. Here, "s denotes a
low-momentum pion, the charge of which tags the flavor of
the neutral D at production. The K0

S candidates are recon-
structed in the "#"" final state; we require that the pion
candidates form a common vertex separated from the
interaction region and have an invariant mass within
'10 MeV=c2 of mK0

S
. We reconstruct D0 candidates by

combining the K0
S candidate with two oppositely charged

tracks assigned as pions. These tracks are required to have
at least two SVD hits in each of the two measuring coor-
dinates. A D&# candidate is reconstructed by combining
the D0 candidate with a low-momentum charged track (the
"#

s candidate); the resulting D&# momentum in the e#e"

center-of-mass (cm) frame is required to be larger than
2:5 GeV=c in order to eliminate B !B events and suppress
combinatorial background.

The charged pion tracks are refitted to originate from a
common vertex, which represents the decay point of the
D0. The D&# vertex is taken to be the intersection of the D0

momentum vector with the e#e" interaction region. The
D0 proper decay time is calculated from the projection of
the vector joining the two vertices ( ~L) onto the momentum
vector: t % ~L ( ! ~p=p$!mD0=p$. The uncertainty in t (#t) is
calculated event by event, and we require #t < 1 ps (for
selected events, h#ti) 0:2 ps).

The signal and background yields are determined from a
two-dimensional fit to the variables mK0

S""
and Q *

!mK0
S"""s

"mK0
S""

"m"$ ( c2. The variable Q is the ki-
netic energy released in the decay and equals only 5.9 MeV
for D&# ! "#

s D0 decays. We parametrize the signal shape
by a triple-Gaussian function for mK0

S""
, and the sum of a

bifurcated student t distribution and a Gaussian function
for Q. The backgrounds are classified into two types:
random "s background, in which a random "s is combined
with a true D0 decay, and combinatorial background. The
shape of the mK0

S""
distribution for the random "s back-

ground is fixed to be the same as that used for the signal.
Other background distributions are obtained from
Monte Carlo (MC) simulation. We perform a two-
dimensional fit to the measured mK0

S""
—Q distributions

in a wide range 1:81 GeV=c2 <mK0
S""

< 1:92 GeV=c2

and 0<Q< 20 MeV. We define a smaller signal region
jmK0

S""
"mD0 j< 15 MeV=c2 and jQ" 5:9 MeVj<

1:0 MeV, corresponding to 3# intervals in these variables.
In this region, we find 534 410' 830 signal events and
background fractions of 1% and 4% for the random "s and
combinatorial backgrounds, respectively. The mK0

S""
and

Q distributions are shown in Fig. 1 along with projections
of the fit result.

For the events selected in the signal region we perform
an unbinned likelihood fit to the Dalitz-plot variables m2

"
and m2

#, and the decay-time t. For D0 decays, the like-
lihood function is
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X
j
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S"";i
; Qi$P j!m2

";i; m
2
#;i; ti$; (4)

where j % fsig; rnd; cmbg denotes the signal or background
components, and the index i runs over D0 candidates. The
event weights fj are functions of mK0

S""
and Q and are

obtained from the mK0
S""

—Q fit mentioned above.
The probability density function (PDF) P sig!m2

"; m2
#; t$

equals jM!m2
"; m2

#; t$j2 convolved with the detector re-
sponse. Resolution effects in two-particle invariant masses
are significant only for m2

"". The latter, and variation of the
efficiency across the Dalitz plot, are taken into account
using the method described in Ref. [6]. The resolution in
decay-time t is accounted for by convolving P sig with a
resolution function consisting of a sum of three Gaussians
with a common mean and widths #k % Sk#t;i (k % 1–3).
The scale factors Sk and the common mean are free pa-
rameters in the fit.

The random "s background contains real D0 and !D0

decays; in this case the charge of the "s is expected to be
uncorrelated with the flavor of the neutral D. Thus the P rnd

PDF is taken to be !1" fw$jM!m2
"; m2

#; t$j2 #
fwj !M!m2

"; m2
#; t$j2, convolved with the same resolution

function as that used for the signal, where fw is the wrong-
tag fraction. We measure fw % 0:452' 0:005 from fitting
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FIG. 1. The distribution of (a) mK0
S""

with 0<Q< 20 MeV;
(b) Q with 1:81GeV=c2<mK0

S""
<1:92GeV=c2. Superimposed

on the data (points with error bars) are projections of the
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—Q fit.
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#
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The functions Ar are products of Blatt-Weisskopf form
factors and relativistic Breit-Wigner functions [7].

The data were recorded by the Belle detector at the
KEKB asymmetric-energy e#e" collider [8]. The Belle
detector [9] includes a silicon vertex detector (SVD), a
central drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACC), a barrel-like arrangement of
time-of-flight scintillation counters (TOF), and an electro-
magnetic calorimeter.

We reconstruct D0 candidates via the decay chain
D&# ! "#

s D0, D0 ! K0
S"

#"" [10]. Here, "s denotes a
low-momentum pion, the charge of which tags the flavor of
the neutral D at production. The K0

S candidates are recon-
structed in the "#"" final state; we require that the pion
candidates form a common vertex separated from the
interaction region and have an invariant mass within
'10 MeV=c2 of mK0

S
. We reconstruct D0 candidates by

combining the K0
S candidate with two oppositely charged

tracks assigned as pions. These tracks are required to have
at least two SVD hits in each of the two measuring coor-
dinates. A D&# candidate is reconstructed by combining
the D0 candidate with a low-momentum charged track (the
"#

s candidate); the resulting D&# momentum in the e#e"

center-of-mass (cm) frame is required to be larger than
2:5 GeV=c in order to eliminate B !B events and suppress
combinatorial background.

The charged pion tracks are refitted to originate from a
common vertex, which represents the decay point of the
D0. The D&# vertex is taken to be the intersection of the D0

momentum vector with the e#e" interaction region. The
D0 proper decay time is calculated from the projection of
the vector joining the two vertices ( ~L) onto the momentum
vector: t % ~L ( ! ~p=p$!mD0=p$. The uncertainty in t (#t) is
calculated event by event, and we require #t < 1 ps (for
selected events, h#ti) 0:2 ps).

The signal and background yields are determined from a
two-dimensional fit to the variables mK0

S""
and Q *

!mK0
S"""s
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"m"$ ( c2. The variable Q is the ki-
netic energy released in the decay and equals only 5.9 MeV
for D&# ! "#

s D0 decays. We parametrize the signal shape
by a triple-Gaussian function for mK0

S""
, and the sum of a

bifurcated student t distribution and a Gaussian function
for Q. The backgrounds are classified into two types:
random "s background, in which a random "s is combined
with a true D0 decay, and combinatorial background. The
shape of the mK0

S""
distribution for the random "s back-

ground is fixed to be the same as that used for the signal.
Other background distributions are obtained from
Monte Carlo (MC) simulation. We perform a two-
dimensional fit to the measured mK0

S""
—Q distributions

in a wide range 1:81 GeV=c2 <mK0
S""

< 1:92 GeV=c2

and 0<Q< 20 MeV. We define a smaller signal region
jmK0

S""
"mD0 j< 15 MeV=c2 and jQ" 5:9 MeVj<

1:0 MeV, corresponding to 3# intervals in these variables.
In this region, we find 534 410' 830 signal events and
background fractions of 1% and 4% for the random "s and
combinatorial backgrounds, respectively. The mK0

S""
and

Q distributions are shown in Fig. 1 along with projections
of the fit result.

For the events selected in the signal region we perform
an unbinned likelihood fit to the Dalitz-plot variables m2

"
and m2

#, and the decay-time t. For D0 decays, the like-
lihood function is
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where j % fsig; rnd; cmbg denotes the signal or background
components, and the index i runs over D0 candidates. The
event weights fj are functions of mK0

S""
and Q and are

obtained from the mK0
S""

—Q fit mentioned above.
The probability density function (PDF) P sig!m2

"; m2
#; t$

equals jM!m2
"; m2

#; t$j2 convolved with the detector re-
sponse. Resolution effects in two-particle invariant masses
are significant only for m2

"". The latter, and variation of the
efficiency across the Dalitz plot, are taken into account
using the method described in Ref. [6]. The resolution in
decay-time t is accounted for by convolving P sig with a
resolution function consisting of a sum of three Gaussians
with a common mean and widths #k % Sk#t;i (k % 1–3).
The scale factors Sk and the common mean are free pa-
rameters in the fit.

The random "s background contains real D0 and !D0

decays; in this case the charge of the "s is expected to be
uncorrelated with the flavor of the neutral D. Thus the P rnd

PDF is taken to be !1" fw$jM!m2
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#; t$j2 #
fwj !M!m2

"; m2
#; t$j2, convolved with the same resolution

function as that used for the signal, where fw is the wrong-
tag fraction. We measure fw % 0:452' 0:005 from fitting
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FIG. 1. The distribution of (a) mK0
S""

with 0<Q< 20 MeV;
(b) Q with 1:81GeV=c2<mK0

S""
<1:92GeV=c2. Superimposed

on the data (points with error bars) are projections of the
mK0

S""
—Q fit.
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events in the Q sideband 3 MeV< jQ! 5:9 MeVj<
14:1 MeV.

For the combinatorial background, P cmb is the product
of Dalitz plot and decay-time PDFs. The latter is parame-
trized as the sum of a delta function and an exponential
function convolved with a Gaussian resolution function.
The timing and Dalitz PDF parameters are obtained from
fitting events in the mass sideband 30 MeV=c2 <
jmK0

S!!
!mD0 j< 55 MeV=c2.

The likelihood function for !D0 decays, !L, has the same
form as L, with M and !M (appearing in P sig and P rnd)
interchanged. To determine x and y, we maximize the sum
lnL" ln !L. Table I lists the results from two separate fits.
In the first fit we assume CP is conserved, i.e., a # !a, " #
!", and p=q # 1. We fit all events in the signal region,

where the free parameters are x, y, #D0 , the timing resolu-
tion parameters of the signal, and the Dalitz-plot resonance
parameters ar$NR% and "r$NR%. The fit gives #D0 # $409:9&
1:0% fs, which is consistent with the world average [11].
The results for ar and "r for the 18 quasi-two-body
resonances used (following the same model as in
Ref. [6]) and the NR contribution are listed in Table II.
The Dalitz plot and its projections, along with projections
of the fit result, are shown in Fig. 2. We estimate the
goodness-of-fit of the Dalitz plot through a two-
dimensional $2 test [6] and obtain $2=$d:o:f:% # 2:1: for
3653! 40 d:o:f:. We find that the main features of the
Dalitz plot are well reproduced, with some significant but
numerically small discrepancies at peaks and dips of the
distribution in the very high m2

! region. The decay-time
distribution for all events, and the ratio of decay-time
distribution for events in the K'$892%" and K'$892%!
regions, are shown in Fig. 3. The events in the K'$892%"
region have the largest sensitivity to the mixing parameters
x and y.

For the second fit, we allow for CPV. This introduces the
additional free parameters jp=qj, arg$p=q%, !ar$NR% and
!"r$NR%. The fit gives two solutions: if fx; y; arg$p=q%g is a

solution, then f!x;!y; arg$p=q% " !g is an equally good

solution. From the fit to data, we find that the Dalitz plot
parameters are consistent for the D0 and !D0 samples; hence
we observe no evidence for direct CPV. Results for jp=qj
and arg$p=q%, parameterizing CPV in mixing and interfer-
ence between mixed and unmixed amplitudes, respec-
tively, are also found to be consistent with CP

TABLE I. Fit results and 95% C.L. intervals for x and y,
including systematic uncertainties. The errors are statistical,
experimental systematic, and decay-model systematic, respec-
tively. For the CPV-allowed case, there is another solution as
described in the text.

Fit case Parameter Fit result 95% C.L. interval

No x$%% 0:80& 0:29"0:09"0:10
!0:07!0:14 (0.0, 1.6)

CPV y$%% 0:33& 0:24"0:08"0:06
!0:12!0:08 ( ! 0:34, 0.96)

CPV x$%% 0:81& 0:30"0:10"0:09
!0:07!0:16 jxj< 1:6

y$%% 0:37& 0:25"0:07"0:07
!0:13!0:08 jyj< 1:04

jq=pj 0:86"0:30"0:06
!0:29!0:03 & 0:08 ( ( (

arg$q=p%$)% !14"16"5"2
!18!3!4 ( ( (

TABLE II. Fit results for Dalitz-plot parameters. The errors
are statistical only.

Resonance Amplitude Phase (deg) Fit fraction

K'$892%! 1:629& 0:006 134:3& 0:3 0.6227
K'

0$1430%! 2:12& 0:02 !0:9& 0:8 0.0724
K'

2$1430%! 0:87& 0:02 !47:3& 1:2 0.0133
K'$1410%! 0:65& 0:03 111& 4 0.0048
K'$1680%! 0:60& 0:25 147& 29 0.0002
K'$892%" 0:152& 0:003 !37:5& 1:3 0.0054
K'

0$1430%" 0:541& 0:019 91:8& 2:1 0.0047
K'

2$1430%" 0:276& 0:013 !106& 3 0.0013
K'$1410%" 0:33& 0:02 !102& 4 0.0013
K'$1680%" 0:73& 0:16 103& 11 0.0004
%$770% 1 (fixed) 0 (fixed) 0.2111
!$782% 0:0380& 0:0007 115:1& 1:1 0.0063
f0$980% 0:380& 0:004 !147:1& 1:1 0.0452
f0$1370% 1:46& 0:05 98:6& 1:8 0.0162
f2$1270% 1:43& 0:02 !13:6& 1:2 0.0180
%$1450% 0:72& 0:04 41& 7 0.0024
&1 1:39& 0:02 !146:6& 0:9 0.0914
&2 0:267& 0:013 !157& 3 0.0088
NR 2:36& 0:07 155& 2 0.0615
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FIG. 2 (color online). Dalitz-plot distribution and the projec-
tions for data (points with error bars) and the fit result (curve).
Here, m2

& corresponds to m2$K0
S!

&% for D0 decays and to
m2$K0

S!
*% for !D0 decays.
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Determine x, y, by maximizing lnL+ ln L̄

CL. for no mixing = 2.6%

conservation. If we fit the data assuming no direct CPV,
the values for x and y are essentially the same as those for
the CP-conservation case, and the values for the CPV
parameters are further constrained: jq=pj ! 0:95"0:22

#0:20 and
arg$q=p% ! $#2"10

#11%&. A check with independent fits to the
D0 and !D0 tagged samples gives consistent results for x (y):
0:58%' 0:41% (0:45%' 0:33%) and 1:04%' 0:41%
(0:21%' 0:34%), respectively.

We consider systematic uncertainties arising from both
experimental sources and from the D0 ! K0

S!
"!# decay

model. We estimate these uncertainties by varying relevant
parameters by their '1" errors and interpreting the change
in x and y as the systematic uncertainty due to that source.
The main sources of experimental uncertainty are the
modeling of the background, the efficiency, and the event
selection criteria. We vary the background normalization
and timing parameters within their uncertainties, and we
also set fw equal to its expected value of 0.5 or alternatively
let it float. To investigate possible correlations between the
Dalitz-plot (m2

", m2
#) distribution and the t distribution of

combinatorial background, the Dalitz-plot distribution is
obtained for three bins of decay time; these PDFs are then
used according to the reconstructed t of individual events.
We also try a uniform efficiency function, and we apply a
‘‘best-candidate’’ selection to check the effect of the small
fraction of multiple-candidate events. We add all variations
in x and y in quadrature to obtain the overall experimental
systematic error.

The systematic error due to our choice of D0 !
K0

S!
"!# decay model is evaluated as follows. We vary

the masses and widths of the intermediate resonances by
their known uncertainties [11], and we also try fits with
Blatt-Weisskopf form factors set to unity and with no q2

dependence in the Breit-Wigner widths. We perform a
series of fits successively excluding intermediate reso-
nances that give small contributions [#$1450%,
K($1680%"], and we also exclude the NR contribution.
We account for uncertainty in modeling of the S-wave
!! component by using K-matrix formalism [12]. We
include an uncertainty due to the effect of around 10%–
20% bias in the amplitudes for the K($1410%', K(

0$1430%"
and K(

2$1430%" intermediate states, which we observe in
MC studies. Adding all variations in quadrature gives the
final results listed in Table I.

We obtain a 95% C.L. contour in the (x, y) plane by
finding the locus of points where #2 lnL increases by 5.99
units with respect to the minimum value (i.e., #2" lnL !
5:99). All fit variables other than x and y are allowed to
vary to obtain best-fit values at each point on the contour.
To include systematic uncertainty, we rescale each point on
the contour by a factor

!!!!!!!!!!!!!!
1" r2

p
, where r is a weighted

average of the ratios of systematic to statistical errors for x
and y, where the weights depend on the position on the
contour. Both the statistical-only and overall contours for
both the CPV-allowed and the CP-conservation case are
shown in Fig. 4. We note that for the CPV-allowed case,
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FIG. 3 (color online). (a) The decay-time distribution for
events in the Dalitz-plot fit region for data (points with error
bars), and the fit projection for the CP-conservation fit (curve).
The hatched area represents the combinatorial background con-
tribution. (b) Ratio of decay-time distributions for events in the
K($892%" and K($892%# regions.
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tical and systematic) contour for the CPV-allowed case. The
point is the best-fit result for no CPV.
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#

BELLE

BELLE

new

new

new

new

• semileptonic decays, with no DCS contribution, gives direct access to
mixing rate RM
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A search for mixing in the neutral D meson system has been performed using semileptonic D0 →
K(∗)−e+ν and D0 → K(∗)−µ+ν decays. Neutral D mesons from D∗+ → D0π+

s decays are used and
the flavor at production is tagged by the charge of the slow pion. The measurement is performed
using 492 fb−1 of data recorded by the Belle detector. From the yield of right-sign and wrong-sign
decays arising from non-mixed and mixed events, respectively, we measure the ratio of the time-
integrated mixing rate to the unmixed rate to be RM = (1.3 ± 2.2 ± 2.0) × 10−4. This corresponds
to an upper limit of RM < 6.1 × 10−4 at the 90% C.L.

PACS numbers: 14.40.Lb, 13.20.Fc, 12.15.Ff

I. INTRODUCTION

The phenomenon of mixing has been well established
in the K0-K0, B0-B0 and B0

s -Bs
0 systems. Recently,

evidence for mixing in the D0-D0 system has been ob-
tained with a statistical significance of more than three
standard deviations for the first time [1, 2]. In addition,
several new measurements help constrain the relevant
mixing parameters [3, 4]. The parameters used to char-
acterize D0-D0 mixing are x = ∆m/Γ and y = ∆Γ/2Γ,
where ∆m and ∆Γ are the differences in mass and de-
cay width between the two neutral charmed meson mass
eigenstates, and Γ is the mean decay width. The mixing
rate within the Standard Model is expected to be small
[5]: the largest predicted values, which include the impact
of long distance dynamics, are of the order |x|, |y| <∼ 10−2.

For x, y " 1 and negligible CP violation, the time-
dependent mixing probability for semileptonic D0 decays
has the following form [6]:

P(D0 → D0 → X+!−ν!) ∝ RM t2 e−Γt, (1)

where RM is the ratio of the time-integrated mixing prob-
ability to the time-integrated non-mixing probability:

RM =

∫ ∞

0 dt P(D0 → D0 → X+!−ν!)
∫ ∞

0 dt P(D0 → X−!+ν!)
≈

x2 + y2

2
. (2)

The mixing rate RM can be measured directly by using
semileptonic decays of D0 mesons. The most stringent
constraint from semileptonic decays, RM < 1.0×10−3 at
the 90% confidence level, comes from our previous mea-
surement [7]. Other measurements of RM using semilep-
tonic decays are less sensitive [8, 9, 10], whereas results
from hadronic decays are more precise [11, 12, 13]. In this
paper we present an improved search for D0-D0 mixing
using semileptonic decays of charmed mesons, which su-
persedes our previous measurement [7]. We measure RM

in a 492 fb−1 data sample recorded by the Belle detec-
tor at the KEKB asymmetric-energy e+e− collider [14],
at a center-of-mass (cms) energy of 10.58GeV. The Belle

detector [15] is a large-solid-angle magnetic spectrometer
that consists of a silicon vertex detector (SVD), a 50-layer
central drift chamber (CDC), an array of aerogel thresh-
old Cherenkov counters (ACC), a barrel-like arrangement
of time-of-flight scintillation counters (TOF), and an
electromagnetic calorimeter (ECL) comprised of CsI(Tl)
crystals located inside a superconducting solenoid coil
that provides a 1.5T magnetic field. An iron flux-return
located outside of the coil is instrumented to detect K0

L
mesons and to identify muons (KLM). Two different in-
ner detector configurations were used. The first 140 fb−1

of data were taken using a 2.0 cm radius beam-pipe and
a 3-layer silicon vertex detector (SVD-1), and the subse-
quent 352 fb−1 were taken using a 1.5 cm radius beam-
pipe, a 4-layer silicon detector (SVD-2) and a small-cell
inner drift chamber [16].

To study signal and background distributions we use
Monte Carlo (MC) simulated samples [17] in which the
number of selected events is about 2.7 times larger than
in the data sample.

II. RECONSTRUCTION OF D0 DECAYS

We select D0 mesons arising from D∗+ → D0π+
s de-

cays and reconstruct them as D0 → K−!+ν!, where !+

can be either an electron or muon [18]. The notation π+
s

denotes a slow pion, i.e., the pion that originates from the
D∗+. The average momentum of this pion is only about
0.23GeV/c, whereas the average momentum of the lep-
ton and kaon from the signal decay are 0.96GeV/c and
1.52GeV/c, respectively. The momenta given in this pa-
per are measured in the laboratory frame, unless oth-
erwise stated; momenta measured in the cms frame are
denoted with an asterisk, e.g., p∗. The reconstruction of
D0 mesons in this specific decay chain enables tagging of
the D0/D0 meson flavor at production using the charge
of the slow pion π±

s .
There are three detected particles in the final state:

π+
s , K− and !+, where !+ can be either a muon or an
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A search for mixing in the neutral D meson system has been performed using semileptonic D0 →
K(∗)−e+ν and D0 → K(∗)−µ+ν decays. Neutral D mesons from D∗+ → D0π+

s decays are used and
the flavor at production is tagged by the charge of the slow pion. The measurement is performed
using 492 fb−1 of data recorded by the Belle detector. From the yield of right-sign and wrong-sign
decays arising from non-mixed and mixed events, respectively, we measure the ratio of the time-
integrated mixing rate to the unmixed rate to be RM = (1.3 ± 2.2 ± 2.0) × 10−4. This corresponds
to an upper limit of RM < 6.1 × 10−4 at the 90% C.L.
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I. INTRODUCTION

The phenomenon of mixing has been well established
in the K0-K0, B0-B0 and B0

s -Bs
0 systems. Recently,

evidence for mixing in the D0-D0 system has been ob-
tained with a statistical significance of more than three
standard deviations for the first time [1, 2]. In addition,
several new measurements help constrain the relevant
mixing parameters [3, 4]. The parameters used to char-
acterize D0-D0 mixing are x = ∆m/Γ and y = ∆Γ/2Γ,
where ∆m and ∆Γ are the differences in mass and de-
cay width between the two neutral charmed meson mass
eigenstates, and Γ is the mean decay width. The mixing
rate within the Standard Model is expected to be small
[5]: the largest predicted values, which include the impact
of long distance dynamics, are of the order |x|, |y| <∼ 10−2.

For x, y " 1 and negligible CP violation, the time-
dependent mixing probability for semileptonic D0 decays
has the following form [6]:

P(D0 → D0 → X+!−ν!) ∝ RM t2 e−Γt, (1)

where RM is the ratio of the time-integrated mixing prob-
ability to the time-integrated non-mixing probability:

RM =

∫ ∞

0 dt P(D0 → D0 → X+!−ν!)
∫ ∞

0 dt P(D0 → X−!+ν!)
≈

x2 + y2

2
. (2)

The mixing rate RM can be measured directly by using
semileptonic decays of D0 mesons. The most stringent
constraint from semileptonic decays, RM < 1.0×10−3 at
the 90% confidence level, comes from our previous mea-
surement [7]. Other measurements of RM using semilep-
tonic decays are less sensitive [8, 9, 10], whereas results
from hadronic decays are more precise [11, 12, 13]. In this
paper we present an improved search for D0-D0 mixing
using semileptonic decays of charmed mesons, which su-
persedes our previous measurement [7]. We measure RM

in a 492 fb−1 data sample recorded by the Belle detec-
tor at the KEKB asymmetric-energy e+e− collider [14],
at a center-of-mass (cms) energy of 10.58GeV. The Belle

detector [15] is a large-solid-angle magnetic spectrometer
that consists of a silicon vertex detector (SVD), a 50-layer
central drift chamber (CDC), an array of aerogel thresh-
old Cherenkov counters (ACC), a barrel-like arrangement
of time-of-flight scintillation counters (TOF), and an
electromagnetic calorimeter (ECL) comprised of CsI(Tl)
crystals located inside a superconducting solenoid coil
that provides a 1.5T magnetic field. An iron flux-return
located outside of the coil is instrumented to detect K0

L
mesons and to identify muons (KLM). Two different in-
ner detector configurations were used. The first 140 fb−1

of data were taken using a 2.0 cm radius beam-pipe and
a 3-layer silicon vertex detector (SVD-1), and the subse-
quent 352 fb−1 were taken using a 1.5 cm radius beam-
pipe, a 4-layer silicon detector (SVD-2) and a small-cell
inner drift chamber [16].

To study signal and background distributions we use
Monte Carlo (MC) simulated samples [17] in which the
number of selected events is about 2.7 times larger than
in the data sample.

II. RECONSTRUCTION OF D0 DECAYS

We select D0 mesons arising from D∗+ → D0π+
s de-

cays and reconstruct them as D0 → K−!+ν!, where !+

can be either an electron or muon [18]. The notation π+
s

denotes a slow pion, i.e., the pion that originates from the
D∗+. The average momentum of this pion is only about
0.23GeV/c, whereas the average momentum of the lep-
ton and kaon from the signal decay are 0.96GeV/c and
1.52GeV/c, respectively. The momenta given in this pa-
per are measured in the laboratory frame, unless oth-
erwise stated; momenta measured in the cms frame are
denoted with an asterisk, e.g., p∗. The reconstruction of
D0 mesons in this specific decay chain enables tagging of
the D0/D0 meson flavor at production using the charge
of the slow pion π±

s .
There are three detected particles in the final state:

π+
s , K− and !+, where !+ can be either a muon or an

• select D0 → K−!+ν (! = e, µ) from D∗+ → D0π+

• search for signals in ∆M ≡M(πsK!ν)−M(K!ν)
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C. Neutrino reconstruction

Four-momentum conservation in e+e− collision implies

Pν = Pcms − PK" − Prest (5)

for the signal decay, where Pcms stands for the cms
four-momentum of the e+e− system and Prest indicates
the four-momentum of all detected particles except the
charged kaon and the lepton candidates [24]. Eq. (5) is
true if all the particles produced in the e+e− collision are
detected. As the Belle detector covers nearly the entire
solid angle around the interaction point, neutrino recon-
struction can be successfully performed.

The variable Prest is calculated using all the remaining
charged tracks (except the kaon and lepton candidates)
with dr < 2 cm and |dz| < 5 cm, and photons with an en-
ergy above 70MeV. Mass is assigned to a track according
to the following criteria:

• A track is assigned the electron mass if its electron
likelihood is Le > 0.9.

• A track is assigned the muon mass if Le < 0.9 and
its muon likelihood is Lµ > 0.9.

• A track is assigned the kaon mass if Le < 0.9, Lµ <

0.9 and L(K)
L(K)+L(π) > 0.5.

• A track is assigned the proton mass if Le < 0.9,
Lµ < 0.9, L(K)

L(K)+L(π) < 0.5 and L(p)
L(p)+L(π) > 0.5.

• In all other cases the track is assigned the charged
pion mass.

A first approximation for the neutrino four-momentum
Pν is obtained using Eq. (5) and the resulting ∆M dis-
tribution for signal events is shown in Fig. 5 (left) with
the dashed line. It peaks at around 0.148GeV/c2, a value
close to the D∗+−D0 mass difference, 0.145GeV/c2, and
has a FWHM of 58MeV/c2.

Two kinematic constraints are used to improve the res-
olution on the neutrino momentum. To simplify the ex-
pressions, we performed the calculation in the cms sys-
tem, since !p∗cms ≡ 0. First, the squared invariant mass
of the selected particles is calculated using M2(K"ν) =
(P ∗

ν + P ∗
K")

2/c2. The distribution of M2(K"ν) is shown
in Fig. 6, left. For signal events, the invariant mass
should equal mD0 . To reject poorly reconstructed events,
exhibiting a large FWHM of the final ∆M distribu-
tion, only candidates with −25GeV2/c4 < M2(K"ν) <

64GeV2/c4 are retained. For the selected events, P ∗
rest is

rescaled by a factor ξ requiring

M2(K"ν) = (P ∗
cms − ξP ∗

rest)
2/c2 ≡ m2

D0 . (6)

The neutrino four-momentum is then recalculated as
P ∗

ν = P ∗
cms − P ∗

K" − ξP ∗
rest, and a corrected M(πsK"ν) is

obtained, where M(K"ν) has been forced to equal mD0 .
With this correction, the ∆M distribution has a FWHM
of 11MeV/c2 in the electron decay mode and 10MeV/c2

in the muon decay mode; the improvement is shown in
Fig. 5 (left). The distribution of the scale factor ξ for
events in the finally selected sample is shown in the left
plot of Fig. 7. It peaks at around 1.04 for the electron
decay mode and 1.06 for the muon decay mode. The
average ξ in both decay modes is around 1.3.
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FIG. 5: Distribution of ∆M for signal (left) and background
events (right): with the first approximation for the neutrino
four-momentum (dashed), after applying the constraint on
the D0 mass (dotted) and with the final neutrino momentum,
obtained as described in the text (solid line). Selection criteria
on M2(K!ν) and M2

ν have been omitted. The plot is for the
electron decay mode; the distributions in the muon decay
mode are similar.

As a second kinematic constraint, the square of
the missing mass, M2

ν , is used. The distribution of
M2

ν is shown in Fig. 6, right. For events satisfying
−5GeV2/c4 < M2

ν < 0.5GeV2/c4, the angle α between
the direction of !p∗rest and the direction of !p∗K" is corrected
in order to yield

(P ∗
ν )2 = (P ∗

cms − P ∗
K" − ξP ∗

rest)
2 ≡ 0; (7)

expressed in terms of energies and magnitudes of three-
momenta this yields

M2
ν c4 = (E∗

cms − E∗
K" − ξE∗

rest)
2 − p∗2K"c

2 − ξ2p∗2restc
2 − 2p∗K"ξp

∗
restc

2 cosα ≡ 0. (8)

The angle α is corrected by rotating !p∗rest in the plane determined by the vectors !p∗rest and !p∗K". The distribu-

Pν = PCM − PK" − Prest

Require M2
K!ν = m2

D0 and (P ∗
ν )2 = 0
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D0 mixing measurements
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  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference
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∆M ≡M(πsK"ν)−M(K"ν)
txy : proper decay time in xy plane

normalized to τD0
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FIG. 15: The resulting Ri
M values for the four subsamples

and their average value (dashed line). The dotted lines rep-
resent the ±1σ interval. The solid line corresponds to no
mixing.

and SVD-2 subsamples together, hence the uncertainty
is treated as completely correlated between them.

4. Proper decay time distribution

To check the reliability of efficiencies εi
RS and ratios

εi
RS/εi

WS, and to estimate the effect of the imperfect fit
to the proper decay time distribution, the values of εi

RS
are compared to an alternative estimate from the fit to
∆M , εi,∆M

RS = N i
RS/N

tot
RS . This method accounts for the

influence of the associated signal in the txy distribution.

In a majority of the txy subintervals, εi
RS and εi,∆M

RS typ-
ically agree within ±2%, the largest discrepancies being
−9.8% and +4.4%. For the integrated 1.6 < txy < 9.0
interval, they agree within 0.8%–1.4% for the four sub-
samples.

To estimate the effect of the discrepancies, the relative
difference between εi

RS and εi,∆M
RS is assigned as the rel-

ative uncertainty on εi
RS/εi

WS. Hence we reduce the six
effciency ratios simultaneously by this uncertainty and
repeat the RM calculation; we then increase the ratios by
this uncertainty, and again recalculate RM . The differ-
ence between the resulting RM value and the default fit
is quoted as the systematic uncertainty from this source.
It is very small and can be found on line 4 of Table VIII.

5. The amount of the associated signal

The systematic error due to the uncertainty in the asso-
ciated signal fraction is estimated by varying the fraction
and repeating the fitting procedure. Taking into account
the uncertainties on the measured branching fractions
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FIG. 16: Left: the RM values of the four subsamples with
the statistical uncertainty only, and the result of the fit to
these four values (dashed line, χ2/d.o.f. = 2.5/3). Right: the
four RM values with the systematic uncertainty included and
the combined result (dashed line), obtained as described in
Sec. VA 7. The dotted lines represent the ±1σ interval. The
solid line corresponds to no mixing.

[23] of the associated signal decay channels, we conser-
vatively vary the amount of associated signal by ±40%.
We recalculate the RM values and compare them to the
default RM value; we quote the differences as the sys-
tematic uncertainty from this source. From Table VIII
(line 5) one can see that it is almost negligible.

6. The amount of the RS correlated background

From MC simulation studies we find that in the elec-
tron decay mode the largest contributions to the RS
correlated background come from the following decays:
D0 → K−π+π0 (33% of the RS correlated background),
D0 → K−π+π0π0 (14%), D0 → K−e+νe (13%). In total
60% of the RS correlated background comes from these
three decays.

In the muon decay mode, the largest contributions to
the RS correlated background come from D0 → K−π+π0

(43%), D0 → K−π+π0π0 (17%), D0 → K−π+π−π+

(12%). In total 72% of the correlated background comes
from these decays. We calculate the weighted average of
the relative uncertainties of the branching fractions [23]
for the stated decay modes. For the electron decay mode
the averaged relative uncertainty is ±4.3% and for the
muon decay mode ±4.4%.

We repeat the RS fits, changing the amount of the
total correlated background by the average uncertainties
on the branching fractions. The differences between the
obtained values of RM and the default values are taken
as the systematic uncertainty from this source. They can
be found in Table VIII (line 6) and are negligible.

7. Total systematic uncertainty and the final result

The final result of the measurement is obtained by av-
eraging the results for the four subsamples, e-1, e-2, µ−1
and µ − 2. As explained at the beginning of Sec. V, the
results obtained by method 3) are used (quoted in Table
VII) as “combined”.
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FIG. 15: The resulting Ri
M values for the four subsamples

and their average value (dashed line). The dotted lines rep-
resent the ±1σ interval. The solid line corresponds to no
mixing.

and SVD-2 subsamples together, hence the uncertainty
is treated as completely correlated between them.

4. Proper decay time distribution

To check the reliability of efficiencies εi
RS and ratios

εi
RS/εi

WS, and to estimate the effect of the imperfect fit
to the proper decay time distribution, the values of εi

RS
are compared to an alternative estimate from the fit to
∆M , εi,∆M

RS = N i
RS/N

tot
RS . This method accounts for the

influence of the associated signal in the txy distribution.

In a majority of the txy subintervals, εi
RS and εi,∆M

RS typ-
ically agree within ±2%, the largest discrepancies being
−9.8% and +4.4%. For the integrated 1.6 < txy < 9.0
interval, they agree within 0.8%–1.4% for the four sub-
samples.

To estimate the effect of the discrepancies, the relative
difference between εi

RS and εi,∆M
RS is assigned as the rel-

ative uncertainty on εi
RS/εi

WS. Hence we reduce the six
effciency ratios simultaneously by this uncertainty and
repeat the RM calculation; we then increase the ratios by
this uncertainty, and again recalculate RM . The differ-
ence between the resulting RM value and the default fit
is quoted as the systematic uncertainty from this source.
It is very small and can be found on line 4 of Table VIII.

5. The amount of the associated signal

The systematic error due to the uncertainty in the asso-
ciated signal fraction is estimated by varying the fraction
and repeating the fitting procedure. Taking into account
the uncertainties on the measured branching fractions

-10

-5

0

5

10

15

e-1 e-2 µ-1 µ-2

statistical uncertainty

!
2
/d.o.f. = 2.5 / 3

 R
M

 [
 1

0
-4

 ]

-10

-5

0

5

10

15

e-1 e-2 µ-1 µ-2

stat. and total uncert.

 R
M

 [
 1

0
-4

 ]

FIG. 16: Left: the RM values of the four subsamples with
the statistical uncertainty only, and the result of the fit to
these four values (dashed line, χ2/d.o.f. = 2.5/3). Right: the
four RM values with the systematic uncertainty included and
the combined result (dashed line), obtained as described in
Sec. VA 7. The dotted lines represent the ±1σ interval. The
solid line corresponds to no mixing.

[23] of the associated signal decay channels, we conser-
vatively vary the amount of associated signal by ±40%.
We recalculate the RM values and compare them to the
default RM value; we quote the differences as the sys-
tematic uncertainty from this source. From Table VIII
(line 5) one can see that it is almost negligible.

6. The amount of the RS correlated background

From MC simulation studies we find that in the elec-
tron decay mode the largest contributions to the RS
correlated background come from the following decays:
D0 → K−π+π0 (33% of the RS correlated background),
D0 → K−π+π0π0 (14%), D0 → K−e+νe (13%). In total
60% of the RS correlated background comes from these
three decays.

In the muon decay mode, the largest contributions to
the RS correlated background come from D0 → K−π+π0

(43%), D0 → K−π+π0π0 (17%), D0 → K−π+π−π+

(12%). In total 72% of the correlated background comes
from these decays. We calculate the weighted average of
the relative uncertainties of the branching fractions [23]
for the stated decay modes. For the electron decay mode
the averaged relative uncertainty is ±4.3% and for the
muon decay mode ±4.4%.

We repeat the RS fits, changing the amount of the
total correlated background by the average uncertainties
on the branching fractions. The differences between the
obtained values of RM and the default values are taken
as the systematic uncertainty from this source. They can
be found in Table VIII (line 6) and are negligible.

7. Total systematic uncertainty and the final result

The final result of the measurement is obtained by av-
eraging the results for the four subsamples, e-1, e-2, µ−1
and µ − 2. As explained at the beginning of Sec. V, the
results obtained by method 3) are used (quoted in Table
VII) as “combined”.

RM = (1.3± 2.2± 2.0)× 10−4

< 6.1× 10−4 @ 90% CL



D0 mixing - by 

21

D0 → K(∗)!+ν
PRD 76, 014018 (2007)

A. J. Schwartz FPCP'07 - Bled, Slovenia  7

Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380
• full reconstruction of the opposite side (“double-tagging”)

• neural-network selection based on pπ, pKe, thrust axis, opening angle

• “signal yield” by counting ; backg’d estimate comes from MC

sample should be produced with the same exponential rate
modulated by t2. Figure 4 shows the normalized lifetime
distributions for reconstructed simulated RS and WS signal
events passing the final tag and signal-side selection. To
improve sensitivity, we select only WS candidates with
measured lifetimes between 600 fs!" 1:5!D0# and
3900 fs!" 9:5!D0#, which accepts approximately 80% of
signal and less than 30% of background. Because the RS
signal-to-background ratio is comparatively very large, we
accept RS candidates across the full range shown in Fig. 4.
This WS/RS relative efficiency has a 2% systematic un-
certainty due to imperfect knowledge of the decay time
resolution function. This is determined from changes in the
WS/RS efficiency observed when varying the signal reso-
lution function according to the difference between reso-
lution functions observed in RS data and MC samples.

Figure 1(b) shows the NN event selector output for RS
signal, RS backgrounds, and WS backgrounds in the un-
biased MC sample passing the additional semileptonic-
side selection criteria (scaled to the luminosity of the
data). The effectiveness of the additional semileptonic-
side criteria in suppressing WS backgrounds while simul-
taneously retaining good signal efficiency can be seen by
comparing Figs. 1(a) and 1(b). Figure 5 shows the !M
distribution of WS backgrounds passing the decay time
selection in unbiased MC scaled to the luminosity of the
data both before and after the double-tag kinematic selec-
tion. A total of 2.85 background candidates, the sum of the
luminosity-scaled events in the solid histogram shown in
the figure, is expected after all event selection criteria are
applied. The systematic uncertainty on this estimate is
discussed below.

D. Measuring signal yields

To determine the mixing rate, we first establish the
number of RS signal candidates by fitting the RS !M
distribution, as described in detail below. We then estimate
the expected rate of WS background events in the signal
region of the data from the unbiased MC sample. Using
several background control samples drawn from both data
and MC, we estimate how well MC events describe real
data events. Using a statistical procedure with good fre-
quentist coverage, we combine the number of candidates
observed in the WS sample, the expected background rate,
and the estimated systematic uncertainty in the expected
background rate to obtain a central value for the mixing
rate and 68% and 90% confidence intervals. This proce-
dure is described in detail in the appendix.

We extract the number of RS signal events from the !M
distribution of the RS sample selected without the double-
tag kinematic selection using an extended maximum like-
lihood fit. The likelihood function includes probability
density functions (PDF’s) for the signal, the background
events which peak in the signal region, and the combina-
torial background. The PDF for each event class is as-
signed using the functional forms described in Ref. [6].
The shape parameters for the combinatoric background are
determined using the following technique: D0 signal can-
didates in the data from one event are combined with "s
candidates from another event to model the shape of this
PDF. Based on MC studies, the shape of the peaking !M
background is assumed to be the same shape as the signal.
Its relative level is also determined from MC studies. The
shape parameters of the signal PDF, as well as the number
of RS signal events and the number of combinatorial
background events, are then obtained from the likelihood
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FIG. 5. WS !M distribution for background events passing the
WS decay time selection in unbiased MC scaled to the luminos-
ity of the data before (line) and after (solid) applying the double-
tag kinematic selection.
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FIG. 4. Normalized RS (dashed line) and WS (solid line)
reconstructed simulated signal lifetime distributions. The solid
vertical lines mark the range for the selection of the WS events.
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fit of the data. This procedure was validated using generic
e!e" ! c !c MC data sets.

The main plot in Fig. 6 shows the "M fit of the RS data
before applying the double-tag kinematic selection, with
the signal and background contributions overlaid. The
fitted RS signal yield in this sample is 5748# 90 events,
with !2 $ 77 for 60 bins, where six parameters are deter-
mined from the fit. The inset plot of Fig. 6 shows the RS
data "M distribution after the double-tag kinematic selec-
tion is imposed. As noted above, the efficiency of this
selection is 0:84# 0:01, giving a final RS signal yield of
4780# 94, which is used as the normalization in calculat-
ing the mixing rate.

To determine the number of WS mixed events, we
consider three regions of "M: the signal region, "M %
0:20 GeV=c2; the near background region, 0:20<"M %
0:25 GeV=c2; and the far background region, 0:25<
"M % 0:35 GeV=c2. These "M ranges are shown in
Fig. 7, and are, respectively, labeled ‘‘1,’’ ‘‘2,’’ and ‘‘3’’
in the plot. To avoid potential bias, we examine neither the
signal region nor the near background region in the WS
data sample until all of the selection criteria and the
procedure for calculating confidence intervals are deter-
mined. The WS signal region may contain both signal and
background events after applying the final event selection
criteria. As discussed above, we determine the expected
number of background events from the unbiased MC sam-
ple: we observe 5 events, which scales to 2.85 for the
luminosity of the data. To estimate the possible non-c !c
background rate, we also examine events which satisfy the
semileptonic-side selection criteria but fail the tagging-
side criteria because the mass of the hadronic D candidate
falls outside the accepted window. Since we had examined
the data events in the ‘‘far’’ sidebands (sidebands 2) of

Fig. 2 while optimizing hadronic side selection criteria, we
also examine those in the ‘‘near sidebands’’ (sidebands 1)
to estimate the number of these ‘‘false tag’’ events: we find
no WS candidates in the near or far "M sideband regions
in either the data or unbiased MC sample. Given the
agreement between data and the unbiased MC sample,
we determine the central value of the number of WS signal
events by subtracting the luminosity-scaled number of
unbiased MC WS background events in the signal region
from the number of candidates observed in the data there.

The dark shaded entries in Fig. 7 denote the "M distri-
bution of WS candidates in the data after all event selec-
tion, where we observe 3 WS candidates in the signal
region and none in the sideband regions. Given the ex-
pected WS background of 2.85 events shown in the solid
histogram of Fig. 5, we calculate a net WS signal yield of
0.15 events. We discuss below the total error associated
with the estimated number of WS background events.

E. Systematics and confidence intervals

To calculate confidence intervals for the number of
mixed events observed, we first determine a systematic
uncertainty associated with the WS background estimate.
To do this, we compare 10 background control samples in
data with the corresponding MC samples. The results of
this comparison are shown in Table III. The first line
compares the number of WS events observed in the far
background region of the data and the tuning MC sample.
The second line compares the same numbers for the data
and for the unbiased MC sample. The remaining table
entries compare the number of events observed in two
types of doubly charged (DC) background samples ob-
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FIG. 7. WS data "M distribution. The dark histogram shows
WS events in the data passing all event selection. The light
histogram shows WS events passing all selections except the
double-tag kinematic selection. Region 1 is the signal region, 2 is
the near sideband, and 3 is the far sideband.
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FIG. 6. RS data "M distribution. The main plot shows the RS
data (points) before imposing the double-tag kinematic selection,
and the projections of the total fit PDF (solid line) and the
background PDF (dashed line). The inset plot shows the RS
"M distribution after the double-tag kinematic selection criteria
are applied.
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sample should be produced with the same exponential rate
modulated by t2. Figure 4 shows the normalized lifetime
distributions for reconstructed simulated RS and WS signal
events passing the final tag and signal-side selection. To
improve sensitivity, we select only WS candidates with
measured lifetimes between 600 fs!" 1:5!D0# and
3900 fs!" 9:5!D0#, which accepts approximately 80% of
signal and less than 30% of background. Because the RS
signal-to-background ratio is comparatively very large, we
accept RS candidates across the full range shown in Fig. 4.
This WS/RS relative efficiency has a 2% systematic un-
certainty due to imperfect knowledge of the decay time
resolution function. This is determined from changes in the
WS/RS efficiency observed when varying the signal reso-
lution function according to the difference between reso-
lution functions observed in RS data and MC samples.

Figure 1(b) shows the NN event selector output for RS
signal, RS backgrounds, and WS backgrounds in the un-
biased MC sample passing the additional semileptonic-
side selection criteria (scaled to the luminosity of the
data). The effectiveness of the additional semileptonic-
side criteria in suppressing WS backgrounds while simul-
taneously retaining good signal efficiency can be seen by
comparing Figs. 1(a) and 1(b). Figure 5 shows the !M
distribution of WS backgrounds passing the decay time
selection in unbiased MC scaled to the luminosity of the
data both before and after the double-tag kinematic selec-
tion. A total of 2.85 background candidates, the sum of the
luminosity-scaled events in the solid histogram shown in
the figure, is expected after all event selection criteria are
applied. The systematic uncertainty on this estimate is
discussed below.

D. Measuring signal yields

To determine the mixing rate, we first establish the
number of RS signal candidates by fitting the RS !M
distribution, as described in detail below. We then estimate
the expected rate of WS background events in the signal
region of the data from the unbiased MC sample. Using
several background control samples drawn from both data
and MC, we estimate how well MC events describe real
data events. Using a statistical procedure with good fre-
quentist coverage, we combine the number of candidates
observed in the WS sample, the expected background rate,
and the estimated systematic uncertainty in the expected
background rate to obtain a central value for the mixing
rate and 68% and 90% confidence intervals. This proce-
dure is described in detail in the appendix.

We extract the number of RS signal events from the !M
distribution of the RS sample selected without the double-
tag kinematic selection using an extended maximum like-
lihood fit. The likelihood function includes probability
density functions (PDF’s) for the signal, the background
events which peak in the signal region, and the combina-
torial background. The PDF for each event class is as-
signed using the functional forms described in Ref. [6].
The shape parameters for the combinatoric background are
determined using the following technique: D0 signal can-
didates in the data from one event are combined with "s
candidates from another event to model the shape of this
PDF. Based on MC studies, the shape of the peaking !M
background is assumed to be the same shape as the signal.
Its relative level is also determined from MC studies. The
shape parameters of the signal PDF, as well as the number
of RS signal events and the number of combinatorial
background events, are then obtained from the likelihood
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FIG. 5. WS !M distribution for background events passing the
WS decay time selection in unbiased MC scaled to the luminos-
ity of the data before (line) and after (solid) applying the double-
tag kinematic selection.
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lifetime cut only on WS

fit of the data. This procedure was validated using generic
e!e" ! c !c MC data sets.

The main plot in Fig. 6 shows the "M fit of the RS data
before applying the double-tag kinematic selection, with
the signal and background contributions overlaid. The
fitted RS signal yield in this sample is 5748# 90 events,
with !2 $ 77 for 60 bins, where six parameters are deter-
mined from the fit. The inset plot of Fig. 6 shows the RS
data "M distribution after the double-tag kinematic selec-
tion is imposed. As noted above, the efficiency of this
selection is 0:84# 0:01, giving a final RS signal yield of
4780# 94, which is used as the normalization in calculat-
ing the mixing rate.

To determine the number of WS mixed events, we
consider three regions of "M: the signal region, "M %
0:20 GeV=c2; the near background region, 0:20<"M %
0:25 GeV=c2; and the far background region, 0:25<
"M % 0:35 GeV=c2. These "M ranges are shown in
Fig. 7, and are, respectively, labeled ‘‘1,’’ ‘‘2,’’ and ‘‘3’’
in the plot. To avoid potential bias, we examine neither the
signal region nor the near background region in the WS
data sample until all of the selection criteria and the
procedure for calculating confidence intervals are deter-
mined. The WS signal region may contain both signal and
background events after applying the final event selection
criteria. As discussed above, we determine the expected
number of background events from the unbiased MC sam-
ple: we observe 5 events, which scales to 2.85 for the
luminosity of the data. To estimate the possible non-c !c
background rate, we also examine events which satisfy the
semileptonic-side selection criteria but fail the tagging-
side criteria because the mass of the hadronic D candidate
falls outside the accepted window. Since we had examined
the data events in the ‘‘far’’ sidebands (sidebands 2) of

Fig. 2 while optimizing hadronic side selection criteria, we
also examine those in the ‘‘near sidebands’’ (sidebands 1)
to estimate the number of these ‘‘false tag’’ events: we find
no WS candidates in the near or far "M sideband regions
in either the data or unbiased MC sample. Given the
agreement between data and the unbiased MC sample,
we determine the central value of the number of WS signal
events by subtracting the luminosity-scaled number of
unbiased MC WS background events in the signal region
from the number of candidates observed in the data there.

The dark shaded entries in Fig. 7 denote the "M distri-
bution of WS candidates in the data after all event selec-
tion, where we observe 3 WS candidates in the signal
region and none in the sideband regions. Given the ex-
pected WS background of 2.85 events shown in the solid
histogram of Fig. 5, we calculate a net WS signal yield of
0.15 events. We discuss below the total error associated
with the estimated number of WS background events.

E. Systematics and confidence intervals

To calculate confidence intervals for the number of
mixed events observed, we first determine a systematic
uncertainty associated with the WS background estimate.
To do this, we compare 10 background control samples in
data with the corresponding MC samples. The results of
this comparison are shown in Table III. The first line
compares the number of WS events observed in the far
background region of the data and the tuning MC sample.
The second line compares the same numbers for the data
and for the unbiased MC sample. The remaining table
entries compare the number of events observed in two
types of doubly charged (DC) background samples ob-
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FIG. 7. WS data "M distribution. The dark histogram shows
WS events in the data passing all event selection. The light
histogram shows WS events passing all selections except the
double-tag kinematic selection. Region 1 is the signal region, 2 is
the near sideband, and 3 is the far sideband.
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FIG. 6. RS data "M distribution. The main plot shows the RS
data (points) before imposing the double-tag kinematic selection,
and the projections of the total fit PDF (solid line) and the
background PDF (dashed line). The inset plot shows the RS
"M distribution after the double-tag kinematic selection criteria
are applied.
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RS data

WS data WS MC
RM = (−13, 12)× 10−4

@ 90% CL

determine confidence interval 
by rise of Likelihood ftn.
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D0 → K(∗)!+ν

-0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

R
M

 (%)

World average  0.013 ± 0.027 %

Belle 2008  0.013 ± 0.022 ± 0.020 %

BaBar 2007  0.004 
+ 0.070

  % 0.004  
- 0.060

CLEO 2005  0.160 ± 0.290 ± 0.290 %

E791 1996  0.110 
+ 0.300

  % 0.110  
- 0.270



CP violation in D0
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• time-integrated asymmetry:

– in decays

– in mixing

– in interference b/w mixing & decays

• for f = K−K+, π−π+: ACP ∼ O(10−5 − 10−4)

• for f = π−π+π0: ACP ∼ O(10−3)

ACP =
Γ(D0 → f)− Γ(D̄0 → f̄)

Γ(D0 → f) + Γ(D̄0 → f̄)

• Principle of measurements

– D∗+ → D0π+
s

– N reco
D0 = Nprod

D∗+ · B(D∗+ → D0π+) · B(D0 → f) · εf · επs

– contributions to measured asymmetry:
Ameas = AFB + ACP + Aπ

ε



D0 CPV - exp’tal results

In singly Cabibbo-suppressed modes

• preliminary              •  PRL 100, 061803 

In 3-body modes

• 0801.2439               •  0802.4035
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#

BELLE

BELLE

new

new

new

new
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

∃ several searches for CPV using
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

AFB =
Arec

corr(cos θ∗)− Arec
corr(− cos θ∗)

2

ACP =
Arec

corr(cos θ∗) + Arec
corr(− cos θ∗)

2Arec
corr(cos θ∗) = AD∗

FB + Ah+h−

CP

for the tagged samples to account for possible asymmetries
in the background from correctly reconstructed D0 decays
with a misassociated !s candidate; this background cate-
gory peaks in mhh but does not peak in !m. The PDFs in
this analysis are nearly identical to those used in an analy-
sis of the decay D0 ! K!!" [1], since the signal shapes
and background sources are very similar. Although the
PDFs are motivated by studies of simulated events, all of
the shape parameters are varied in the fits to recorded data.
Our selection of PDFs is treated as a source of systematic
uncertainty. Because the signal shape is indistinguishable
for D0 and "D0 distributions, we use the same signal PDF to
describe both flavors of a mode and fit it to them simulta-
neously to reduce statistical uncertainties. The KK and !!
invariant mass distributions for D0 and "D0, with fitted
PDFs overlaid, are shown in Fig. 1. This analysis is sensi-
tive only to ratios of D0-signal yields to "D0-signal yields,
and not to absolute yields, so the final results are relatively
insensitive to the exact forms of the PDFs.

The decay D0 ! K"!! is chosen as a calibration mode
because it provides an easily reconstructed independent
sample with high statistics. However, detector asymmetries
in reconstruction of the D0 final state cannot be ignored
[see Figs. 2(a) and 2(b)]. These must be corrected to isolate
the soft-pion asymmetry.

Using the nontagged K! sample, we produce a map of
the relative reconstruction efficiency between D0 and "D0 in
this final state in terms of the momenta of both D0 daugh-
ters, shown by components in Figs. 2(a) and 2(b). For each
D0 daughter, we consider the momentum magnitude and
polar angle in the lab with respect to the beam axis; these
components are correlated. The daughters are, however,
factorizable from one another. By considering the normal-
ized product of the K and ! efficiency-map components,
we obtain a four-dimensional relative-efficiency map for
correcting D0 ! K"!! relative to "D0 ! K!!". The
presence of prompt D0 decays not originating from a
D#! in the nontagged sample extends the kinematic
boundaries of the map but does not otherwise affect it.

This K! map is used to weight the D0 candidates in the
slow-pion tagged K! sample, eliminating asymmetries
due to the D0= "D0 daughters. Because all charm production
is subject to the same production asymmetries, these are
simultaneously removed from the tagged K! sample by
this correction. After the weights have been applied, the
remaining asymmetry in the sample is due to the relative
soft-pion efficiency.

We produce a map of the relative soft-pion efficiency in
terms of the pion-momentum magnitude and polar angle in
the lab [Fig. 2(c)]. Charm production is azimuthally uni-
form, and " is found to be uncorrelated with other mo-
mentum variables. Therefore, the " dependence is
accounted for by an integrated scale factor. The uncertain-
ties shown [Fig. 2(d)] are due to the statistical uncertainties
in the sample yields. Signal-mode D0 yields are weighted
with this !s map to correct for the soft-pion tagging

FIG. 2. K! efficiency-map components obtained from the
nontagged D0 daughters (a) K and (b) !, and (c) !s effi-
ciency map with (d) statistical errors from the tagged K!
sample. Maps are produced from the ratios of candidate num-
bers of D0 to "D0.

FIG. 1. Invariant mass distributions of the KK final state
tagged as (a) D0 and (b) "D0, and the !! final state tagged as
(c) D0 and (d) "D0. Distributions of data (points with error bars)
in the signal region 0:1434<!m< 0:1474 GeV=c2 are over-
laid with fitted PDFs (dashed line, shaded areas). The white
regions under the central peaks represent signal events, the light
gray misassociated !$

s events, and the dark gray remaining
nonpeaking background. The data are shown over ranges ex-
tended beyond the fitted regions to illustrate the physical back-
ground shapes.
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επs δεπs

efficiency map

asymmetry. The signal modes (with remaining production
asymmetries) can thus be analyzed for evidence of CP
violation. In Table I, we list the raw and postcorrection
yields for the calibration and signal samples in this analy-
sis. In calculating these corrections, histogram bins near
kinematic boundaries with fewer than 5000 events are
removed.

CP violation would appear as an asymmetry in D0= !D0

yields, independent of any kinematic variables. Because of
the FB asymmetry in production, we calculate yield asym-
metries as a function of cos! ! cos!c:m:s:

D0 and decompose
these into even and odd parts. We define

 a"#cos!$ ! nD0#"j cos!j$ % n !D0#"j cos!j$
nD0#"j cos!j$ & n !D0#"j cos!j$ ; (3)

 aCP ! aCP#cos!$ ' !a&#cos!$ & a%#cos!$"=2; (4)

 aFB#cos!$ ' !a&#cos!$ % a%#cos!$"=2; (5)

where nD0 and n !D0 are the numbers of signal events for D0

and !D0 after applying the weights discussed above, aCP is
the even component, and aFB#cos!$ the odd component.
Equations (4) and (5) are approximate as second-order
terms in a" have been omitted. The even part, representing
CP-violating effects, would provide evidence of a uniform
yield asymmetry. The odd part represents the production
asymmetry, including higher-order QED contributions.
From the several values of aCP obtained as a function of
j cos!j, we obtain a central value from a "2 minimization.

We consider three sources of systematic error to be
significant. One source is the choice of PDFs used to
describe the signal and background distributions, which
affects the statistical background subtraction. We estimate
this systematic uncertainty by substituting different back-
ground shapes in m and "m and an alternative two-
dimensional signal shape in the fits to the tagged samples.

Another source is the binning choices made and depen-
dences in the #s-efficiency correction. We estimate the
size of this uncertainty by varying the number of bins and
the required number of events per bin in histograms used to
calculate efficiencies, and by adding a $ dependence to the
efficiency correction. We find the largest uncertainty here
arises from the particular choice of binning in the
#s-efficiency map. Because the systematic uncertainty in
applying the #s-efficiency correction is the same for both
modes, we evaluate its size using the larger signal sample.
Finally, we consider the procedure for extracting aCP. We
vary the binning and the accepted range of j cos!j; the
largest uncertainty comes from the latter. All other sources
of systematic uncertainty are highly suppressed because
the final states are reconstructed identically for D0 and !D0.
We summarize the contributions to the total systematic
uncertainty in Table II. The smaller ## sample size influ-
ences the calculation of its systematic uncertainty.

For KK, we measure aKK
CP ! !0:00" 0:34#stat$ "

0:13#syst$"%. For ##, we measure a## ! !%0:24"
0:52#stat$ " 0:22#syst$"%. Statistical uncertainties of

TABLE II. Summary of systematic uncertainties.

Category "aKKCP "a##CP

2-Dim. PDF shapes "0:04% "0:05%
#s correction "0:08% "0:08%
aCP extraction "0:09% "0:20%

Quadrature sum "0:13% "0:22%

c.m.s.

c.m.s. c.m.s.

c.m.s.

FIG. 3. CP-violating asymmetries in (a) KK and (b) ##, and
forward-backward asymmetries in (c) KK and (d) ##. In (a) and
(b), the dashed lines represent the central values and the hatched
regions the 1% intervals, obtained from "2 minimizations.

TABLE I. Signal yields in reconstructed modes. Listed uncertainties are statistical only. Corrections are applied only to D0 samples,
but all postcorrection samples are restricted to the phase space of the correction map.

Raw yields Postcorrection yields
Final state D0 !D0 Corr. used D0 !D0

K# 3 363 000" 6000 3 368 000" 6000 None ( ( ( ( ( (
K##s 705 100" 1000 703 500" 1000 K# Map 633 300 630 100
KK#s 65 730" 340 63 740" 330 #s Map 65 210 63 490
###s 32 210" 310 31 930" 310 #s Map 31 900 31 760
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violation. In Table I, we list the raw and postcorrection
yields for the calibration and signal samples in this analy-
sis. In calculating these corrections, histogram bins near
kinematic boundaries with fewer than 5000 events are
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dimensional signal shape in the fits to the tagged samples.
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modes, we evaluate its size using the larger signal sample.
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largest uncertainty comes from the latter. All other sources
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We summarize the contributions to the total systematic
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#
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Fig. 2. Asymmetry of the slow pion efficiency, Aπ
ε , in mo-

mentum slices for a 3-layer (left) and a 4-layer (right) SVD
configurations.

The slow pion asymmetry is used to correct the
KK and ππ events. The D0/D̄0 candidates are
weighted according to

wD0 = 1 − Aπ
ε (pπs

, cos θπs
) ,

wD̄0 = 1 + Aπ
ε (pπs

, cos θπs
) , (7)

and only the candidates falling into bins with valid
Aπ

ε measurements are taken into account. This
procedure results in a corrected asymmetry Af

rec

of Eq. 2, Af,corr
rec , which is free of the contribution

due to the slow pion efficiency asymmetry. It is
calculated as

Af,corr
rec (cos θ∗) =

mf (cos θ∗) − mf (cos θ∗)

mf (cos θ∗) + mf (cos θ∗)
, (8)

where mf (mf ) represent the sum of weights of the
D0(D̄0) candidates in a bin at cos θ∗.

Finally, taking into account their specific depen-
dence on the cos θ∗, asymmetries ACP and AFB are
extracted by adding/subtracting bins at ± cos θ∗

Af
CP =

Af,corr
rec (cos θ∗) + Af,corr

rec (− cos θ∗)

2
,

Af
FB =

Af,corr
rec (cos θ∗) − Af,corr

rec (− cos θ∗)

2
. (9)
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Fig. 3. CP -violating asymmetries in (a) KK and (b) ππ fi-
nal states, and forward-backward asymmetries in (c) KK

and (d) ππ final states. The solid curves represent the cen-
tral values obtained from the least square minimizations; the
dashed curves in (c) and (d) show the leading order expec-
tation.

The results are presented in Fig. 3. By fitting a
constant to the Af

CP data points we obtain the val-
ues consistent with no CP violation:

AKK
CP = (−0.43 ± 0.30)% ,

Aππ
CP = (+0.43± 0.52)% . (10)

The errors are statistical only; the statistical uncer-
tainties of the slow pion corrections are not included.
The forward-backward asymmetry AFB decreases
approximately linearly with cos θ∗ and amounts to
≈ −3% at cos θ∗ = 0.8. The data points of both
samples are in a good agreement.

4. Systematics

The experimental procedure was checked using
generic MC simulation and the resulting ACP and
AFB are found to be in a good agreement with the
generated values. We tested also for possible bias
in the result by re-weighting MC samples to several
non-zero ACP values; no significant bias has been
found.

We consider three sources of systematic uncer-
tainty to be significant (Table 1). The first source is
the procedure of signal counting, performed by the
mass-sideband subtraction. Possible systematic un-
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The slow pion asymmetry is used to correct the
KK and ππ events. The D0/D̄0 candidates are
weighted according to

wD0 = 1 − Aπ
ε (pπs

, cos θπs
) ,

wD̄0 = 1 + Aπ
ε (pπs
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) , (7)

and only the candidates falling into bins with valid
Aπ

ε measurements are taken into account. This
procedure results in a corrected asymmetry Af

rec

of Eq. 2, Af,corr
rec , which is free of the contribution

due to the slow pion efficiency asymmetry. It is
calculated as

Af,corr
rec (cos θ∗) =

mf (cos θ∗) − mf (cos θ∗)

mf (cos θ∗) + mf (cos θ∗)
, (8)

where mf (mf ) represent the sum of weights of the
D0(D̄0) candidates in a bin at cos θ∗.

Finally, taking into account their specific depen-
dence on the cos θ∗, asymmetries ACP and AFB are
extracted by adding/subtracting bins at ± cos θ∗

Af
CP =

Af,corr
rec (cos θ∗) + Af,corr
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2
,

Af
FB =

Af,corr
rec (cos θ∗) − Af,corr

rec (− cos θ∗)

2
. (9)

|cos !
*
|

A
C

P

a)

|cos !
*
|

A
C

P

b)

|cos !
*
|

A
F

B

c)

|cos !
*
|

A
F

B

d)

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0 0.2 0.4 0.6 0.8
-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0 0.2 0.4 0.6 0.8

-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0 0.2 0.4 0.6 0.8
-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0 0.2 0.4 0.6 0.8

Fig. 3. CP -violating asymmetries in (a) KK and (b) ππ fi-
nal states, and forward-backward asymmetries in (c) KK

and (d) ππ final states. The solid curves represent the cen-
tral values obtained from the least square minimizations; the
dashed curves in (c) and (d) show the leading order expec-
tation.

The results are presented in Fig. 3. By fitting a
constant to the Af

CP data points we obtain the val-
ues consistent with no CP violation:

AKK
CP = (−0.43 ± 0.30)% ,

Aππ
CP = (+0.43± 0.52)% . (10)

The errors are statistical only; the statistical uncer-
tainties of the slow pion corrections are not included.
The forward-backward asymmetry AFB decreases
approximately linearly with cos θ∗ and amounts to
≈ −3% at cos θ∗ = 0.8. The data points of both
samples are in a good agreement.

4. Systematics

The experimental procedure was checked using
generic MC simulation and the resulting ACP and
AFB are found to be in a good agreement with the
generated values. We tested also for possible bias
in the result by re-weighting MC samples to several
non-zero ACP values; no significant bias has been
found.

We consider three sources of systematic uncer-
tainty to be significant (Table 1). The first source is
the procedure of signal counting, performed by the
mass-sideband subtraction. Possible systematic un-
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#

BELLE

BELLE

new

new

new

new
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380

AKK
CP = (−0.41± 0.30± 0.11)%

Aππ
CP = (+0.41± 0.52± 0.12)%

AKK
CP = (0.00± 0.34± 0.13)%

Aππ
CP = (−0.24± 0.52± 0.22)%

certainties arise due to the difference in signal shapes
of D0 and D̄0 candidates and due to the possible dif-
ference in the background between the signal win-
dow and sideband. The former source can introduce
additional asymmetry, if the signal window is not
sufficiently wide. We observe small but significant
differences in the q signal shape of the tagged sam-
ples. By studying the normalized (in order to asses
only the effect of the shape difference) q distribu-
tions of the tagged D0(D̄0) → Kπ samples we es-
timate the systematic uncertainty of this source to
0.02% (KK) and 0.04% (ππ). To account for a pos-
sible difference in backgrounds we vary the position
of the sideband. We find 0.01% (KK) and 0.03%
(ππ) variation in the result. Background composed
of a true D0 candidate combined with a random slow
pion is not present in the M sideband and after the
sideband subtraction remains in the signal. Its frac-
tion (0.6%) is estimated from the tuned MC simu-
lation. A possible asymmetry induced by this type
of background is conservatively estimated from the
q sideband, and the final effect on ACP is found to
be at most 0.03%.

The second source of systematic errors are the
slow pion efficiency corrections. The statistical er-
rors on the Aπ

ε (pπs
, cos θπs

) contribute an uncer-
tainty of 0.09%. The impact of binning of the slow
pion asymmetry is studied by producing maps in
three different binnings each (10×10, 20×20, 50×50
for Auntag

rec and 5 × 5, 10 × 10, 20 × 20 for Aπ
ε ) and

repeating the procedure for extraction of ACP . We
find 0.03% (KK) and 0.02% (ππ) variation in the
result. Minimal required number of events per bin
is varied from 100 to 10000; we find the variation of
0.04% (KK) and 0.03% (ππ) of the result.

The third source of the systematic uncertainty is
the ACP extraction procedure. By varying the bin-
ning in | cos θ∗| we obtain a 0.03% variation in the
result. We change the way of treatment of the run-
ning periods with 3- and 4-layer SVD configuration;
we find 0.01% (KK) and 0.02% (ππ) change in the
result.

Finally, we add the individual contributions in
quadrature and obtain the total systematics uncer-
tainty of the measurement to be 0.11% (KK) and
0.12% (ππ). The dominating source is the statisti-
cal uncertainty of the Aπ

ε and hence the majority of
the systematic error will be decreased once a larger
Kπ sample is available.

Table 1
Summary of systematic uncertainties of ACP .

Source D0 → K+K− D0 → π+π−

Signal counting 0.04% 0.06%

Slow pion corrections 0.10% 0.10%

ACP extraction 0.03% 0.04%

Quadrature sum 0.11% 0.12%

5. Conclusions

We measure CP violating asymmetries ACP in
decays to CP eigenstates D0 → K+K− and D0 →
π+π− using 540 fb−1 of data. The detector induced
asymmetries are corrected with the precision of 0.1%
by using tagged and non-tagged D0 → K−π+ de-
cays. We obtain:

AKK
CP = (−0.43 ± 0.30 ± 0.11)% ,

Aππ
CP = (0.43 ± 0.52 ± 0.12)% . (11)

The results show no evidence for CP violation at
the level of 0.3%-0.5% and agree with the SM pre-
dictions. A significant difference between the mea-
sured asymmetry in the KK and ππ decay mode
would be a sign of a direct CPV (Eq. 1). We find
AKK

CP − Aππ
CP = (−0.86 ± 0.60 ± 0.07)% considering

the systematic uncertainties arising from the slow
pion corrections and ACP extraction as fully cor-
related between the two modes. To determine the
direct CPV asymmetries af

d of Eq. 1 the presented
measurement can be compared to the result on the
indirect CPV asymmetry in Ref. [1]. While the se-
lected data samples of D0 → K+K−, π+π− in the
two measurements are almost identical, the meth-
ods of extracting the CP violating asymmetries are
completely different and hence the statistical uncer-
tainties are uncorrelated. The same holds also for
the systematic errors. The direct CPV asymmetries
following from the sum of Af

CP and AΓ are

aKK
d = (−0.42 ± 0.42 ± 0.19)% ,

aππ
d = (0.44 ± 0.60 ± 0.19)% . (12)

The measurement uncertainties are above the level
of the expected asymmetry in the SM.

We measure also the forward-backward asymme-
try in the production of D∗+, arising from the un-
derlying asymmetry in the e+e− → cc̄ process. At
the leading order the asymmetry at this energy is
Acc̄

FB(cos θ∗) = acc̄ cos θ∗/(1 + cos2 θ∗) with acc̄ =
−2.9% [14]. By fitting the data points we find acc̄ =
(−4.9± 0.8)%. The result deviates from the leading

5

Syst. err. will improve w/ more D* sample 
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In singly Cabibbo-suppressed 3-body D0 modes

•  

What to look for

• differences in D0 and D0 Dalitz plots in 2-d.

• differences in angular moments

• Intermediate states (model-dep.)

• phase-space-integrated asymmety 

D0 → π+π−π0, K+K−π0

_
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#
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FIG. 4: D0 → π+π−π0: Dalitz (M2(π+π−) vs. M2(π+π0)) distributions for (a) efficiency, (b)

simulated background and (c) data.

second step, the D0 decay model is taken into account by weighting entries in a histogram
according to their positions on the DP. This is done to obtain a more exact M(D0)
distribution for the signal and misreconstructed signal MC events. The distributions are
refitted and the resulting background normalizations in Eq. (2) are used to recalculate the
signal yields Y i in Eq. (3). This results in S(D0 → π+π−π0) = (2403.6 ± 9.2) × 103 and
S(D0 → K−π+π0) = (23751 ± 24) × 103.

SYSTEMATIC UNCERTAINTIES

The sources of systematic uncertainty are as follows; the values quoted are relative
fractions. The estimate of the error due to the tracking efficiency uncertainty is based
on a large sample of partially reconstructed D∗ → D0πtag, D0 → KSπ+π− decays. The
uncertainty for the two charged tracks — π+π− or K−π+ — cancels to a large extent in
the ratio of the D0 → π+π−π0 and D0 → K−π+π0 branching fractions. It contributes only
0.01% to the overall systematic uncertainty. We assume that the π0 and the tagging pion
(from the D∗) reconstruction efficiencies fully cancel in the ratio of the branching fractions.

The uncertainties of the corrections to the efficiency of PID selection criteria contribute
±0.91% to the systematic uncertainty of the result. The statistical error of the signal
MC sample contributes ±0.30% to the total systematic uncertainty. The systematic
uncertainty due to the fractions of signal and various backgrounds, which are fixed from
the M(D0 → π+π−π0) fit results, was determined by varying the fractions within their
errors (±0.61%). The correlations between the fit parameters were accounted for using the
covariance matrix obtained from the fit. The uncertainty due to the M(D0 → K−π+π0)
fit (±0.30%) was estimated by relaxing or fixing relative normalizations of some of the
background types.

Our method for calculating B(D0 → π+π−π0)/B(D0 → K−π+π0) minimizes the
uncertainty due to modelling the D0 → π+π−π0 and D0 → K−π+π0 decays. However,
the model dependence of the background is included in the total systematics. The
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FIG. 3: (a) M(D0 → π+π−π0) data fit (χ2/n.d.f. = 1.5). Data is represented by the points and

the curve is the fitted sum of all the contributions (simulated signal and background). The vertical
dashed lines indicate the M(D0) signal region. Background: misreconstructed signal (dashed line),

D0 → K−π+π0 with a misidentified kaon (shaded histogram) and other sources, i.e. other cc̄ and
light quark contributions (hatched histogram). (b) M(D0 → K−π+π0) data fit (χ2/n.d.f. = 3.2).
Background: misreconstructed signal (dashed) and other sources (hatched). The fit results shown

correspond to the second step of the B(D0 → π+π−π0)/B(D0 → K−π+π0) calculation, which
takes into account the D0 decay model (see text).

bin size is 0.1 GeV2/c4 × 0.1 GeV2/c4, the same as for signal MC events.

The number of D0 → π+π−π0 signal events in each bin is calculated as follows:

Y i = Di − Nmisrec × Si
misrec −

− Nudsb × Bi
udsb − Nmisid × Bi

misid − Nc × Bi
c,

(3)

where Di is the number of data events, and Nmisrec × Si
misrec, Nudsb × Bi

udsb, Nc × Bi
c

are the numbers of different background events in the i-th bin. The procedure for the
D0 → K−π+π0 case is similar.

The total number of signal events for both decays is obtained by summing the number
Y i of events over all bins: S =

∑

Y i/εi, where the reconstruction efficiency in each bin
εi = ni

rec/n
i
gen is used as a reciprocal weight (ni

rec and ni
gen are the numbers of reconstructed

and generated events in the i-th bin).

At this point, we return to the stage of obtaining the M(D0) distributions from signal
MC simulation and perform another iteration of the same procedure using the Dalitz
histogram for data as an approximation of the D0 decay model (for each of the two decay
modes). As mentioned above, signal MC events, used at the first step of our calculations
(the entire procedure described above), are distributed uniformly over the DP. At the
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FIG. 3: (a) M(D0 → π+π−π0) data fit (χ2/n.d.f. = 1.5). Data is represented by the points and
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dashed lines indicate the M(D0) signal region. Background: misreconstructed signal (dashed line),

D0 → K−π+π0 with a misidentified kaon (shaded histogram) and other sources, i.e. other cc̄ and
light quark contributions (hatched histogram). (b) M(D0 → K−π+π0) data fit (χ2/n.d.f. = 3.2).
Background: misreconstructed signal (dashed) and other sources (hatched). The fit results shown

correspond to the second step of the B(D0 → π+π−π0)/B(D0 → K−π+π0) calculation, which
takes into account the D0 decay model (see text).

bin size is 0.1 GeV2/c4 × 0.1 GeV2/c4, the same as for signal MC events.

The number of D0 → π+π−π0 signal events in each bin is calculated as follows:

Y i = Di − Nmisrec × Si
misrec −

− Nudsb × Bi
udsb − Nmisid × Bi

misid − Nc × Bi
c,

(3)

where Di is the number of data events, and Nmisrec × Si
misrec, Nudsb × Bi

udsb, Nc × Bi
c

are the numbers of different background events in the i-th bin. The procedure for the
D0 → K−π+π0 case is similar.

The total number of signal events for both decays is obtained by summing the number
Y i of events over all bins: S =

∑

Y i/εi, where the reconstruction efficiency in each bin
εi = ni

rec/n
i
gen is used as a reciprocal weight (ni

rec and ni
gen are the numbers of reconstructed

and generated events in the i-th bin).

At this point, we return to the stage of obtaining the M(D0) distributions from signal
MC simulation and perform another iteration of the same procedure using the Dalitz
histogram for data as an approximation of the D0 decay model (for each of the two decay
modes). As mentioned above, signal MC events, used at the first step of our calculations
(the entire procedure described above), are distributed uniformly over the DP. At the
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• Fit M(D0) for signal & backg’d yield

• D∗+ → D0π+ for flavor-tagging and backg’d sup-
pression

• Fill separate Dalitz histograms

– events from M(D0) signal region for data
– simulated backg’d w/ the normaliz’n fixed

from the M(D0) fit

Abstract
We report a high-statistics measurement of the relative branching fraction B(D0 →

π+π−π0)/B(D0 → K−π+π0) using a 532 fb−1 data sample collected with the Belle detector at the
KEKB asymmetric-energy e+e− collider. The measured value of the relative branching fraction is

B(D0 → π+π−π0)/B(D0 → K−π+π0) = (10.12 ± 0.04(stat) ± 0.18(syst)) × 10−2, which has an
accuracy comparable to the world average. We also present a measurement of the time–integrated
CP asymmetry in D0 → π+π−π0 decay. The result, ACP = (0.43 ± 1.30)%, shows no significant

CP violation.

PACS numbers: 13.25.Ft, 14.40.Lb
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D0 mixing measurements

  Wrong-sign semileptonic D0(t)  K+l!v decays

  measures x2+y2, no DCS contamination 

  Wrong-sign hadronic D0(t)  K+"! decays

measures x' = x cos# + y sin#, y'=y cos# !x sin#, 

 where # is a strong phase difference   

  Decays to CP eigenstates:   D0(t)  K+K!, "+"!

measures y cos$, where $ is a weak phase difference

  Dalitz plot analysis of  D0(t)  K0 "+"! decays

measures x, y

  Wrong-sign hadronic D0  K+"!"+"! , K+"!"0 decays

measures x2+y2

  Quantum correlations in e+e! D0D0(n"0), D0D0%(n"0)

measures y, cos#

BELLE

BELLE

new

new
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new

0801.2439

• effi’cy-corrected signal yield separately for D0 and D̄0

• detector-bias in tracking is the main source of syst. err.

• AFB effect is also studied with D0 → K+K−, π+π− events
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FIG. 5: (a) M(D0 → π+π−π0) and (b) M(D0 → π+π−π0) data. Background: misreconstructed

signal (dashed line), D0 → K−π+π0 with misidentified kaon (shaded histogram) and other sources
(hatched histogram). Events from the M(D0) signal region (1.79 to 1.91 GeV/c2) are selected.

pions originating from D0 do not affect the result. We consider the uncertainties in the track-
ing and PID efficiencies of the tagging pions as the main source of systematic errors for ACP .

The uncertainty of the tracking efficiency was obtained using the same method used for
the systematics of the D0 → π+π−π0/D0 → K−π+π0 ratio, but in this case, positive and
negative πtag’s were treated separately. The calculation of the systematic error takes into
account the momentum dependence. The errors for π+

tag and π−
tag were propagated to ACP

assuming them to be uncorrelated. The charge-dependent data/MC PID corrections for
πtag were obtained using independent D∗ → D0(KSπ0)πtag data and MC samples.

In general, the D-meson distribution is an asymmetric function of cos(θ) (where θ is
the polar angle) due to the interference of virtual γ and Z0 in the process of c-quark
pair production. If the detector acceptance in the center-of-mass frame were perfectly
symmetric, the cos(θ) dependent asymmetry of D0 and D0 (D+ and D− etc.) production
would cancel out in the integral over cos(θ) in a symmetric interval. However, the detector
acceptance is not symmetric and a possible forward–backward asymmetry (Afb) should
be taken into account. A data sample of D0 → K+K−, π+π− decay events was used
to calculate Afb(cos(θ)). This function was then used to weight the MC D0 → π+π−π0

distribution, which was then normalized to the total number of MC D0 → π+π−π0 events.
The calculated value equals 0.15% and is treated as the systematic uncertainty related to
the forward–backward asymmetry. Other individual sources of systematic uncertainties are
listed in Table III. Systematic errors for each D0 flavor are calculated similarly to those for
B(D0 → π+π−π0)/B(D0 → K−π+π0), propagated to ACP , and then added in quadrature.

13

TABLE III: Systematic uncertainties for ACP :

Source MC stat. Tracking Fit KS veto PID Binning Afb Total

σ, % 0.24 1.01 0.58 0.23 0.15 0.05 0.15 1.23

The resulting value of the asymmetry is

ACP = (SD0 − SD0)/(SD0 + SD0) =

= (0.43 ± 0.41(stat) ± 1.01(track) ± 0.70(other syst))% = (0.43 ± 1.30)%.
(6)

This result is consistent with CP conservation in this decay mode; its sensitivity is a signif-
icant improvement over that of the previous measurement, (1+10

−9 )% [5].

SUMMARY

Using 532 fb−1 of data collected with the Belle detector, a high-precision mea-
surement of the relative branching fraction B(D0 → π+π−π0)/B(D0 → K−π+π0) =
0.1012 ± 0.0004 ± 0.0018 has been performed. The method applied minimizes possible
systematic uncertainties due to the D0 decay model. The mode D0 → K−π+π0 is
chosen for normalization to avoid most of the tracking and particle identification un-
certainties. We also calculate the value of the time-integrated CP asymmetry to be
ACP (D0 → π+π−π0) = (0.43 ± 1.30)%, which is consistent with zero. The sensitivity is
significantly better than that of the previous measurement [5].
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Belle (KEKB) and BaBar (PEPII)  e+e! "(4S) BB

Detectors:
 Silicon strip detectors for good vertex resolution
 Drift chamber for charged particle tracking and momentum measurement
 Cherenkov detector (aerogel, DIRC) for K/# identification
 Electromagnetic calorimeter for $ detection and electron ID
 Solenoid flux return instrumented with RPCs, limited streamer tubes for µ detection

 

     420 fb !1     

 

     710 fb !1     

540 380
• a direct comparison of the effi’cy-corrected, backg’d-subtracted Dalitz

plot for D0 and D̄0

4

PACS numbers: 14.40.Lb, 13.25.Ft, 11.30.Er

CP violation (CPV ) in charmed particle decays [1],
manifested as an asymmetry between the decay rates
of a particle and its CP -conjugate antiparticle, requires
at least two interfering quantum mechanical amplitudes
with different phases. In the Standard Model (SM), CPV
is due to CP -odd relative weak phases that typically enter
as a difference in phase between “tree level” and “pen-
guin” SM amplitudes. The penguin amplitudes in charm
decays are of O(0.1%) [2]. Extensions of the SM intro-
duce additional amplitudes of O(1%) [2, 3, 4] that can
produce CPV . Current experimental searches [5, 6, 7,
8, 9, 10] are approaching this level of sensitivity. Ob-
servation of CPV would provide strong evidence of new
physics.

Singly Cabibbo-suppressed (SCS) D (meaning either
D0 or D0) decays are uniquely sensitive to CPV in
c → ud̄d, us̄s transitions and probe contributions from
supersymmetric gluonic penguins [2]. Such transitions
do not affect the Cabibbo-favored (c → sd̄u) or doubly
Cabibbo-suppressed (c → ds̄u) decays. Time-integrated
CP asymmetries in D decays can have three compo-
nents [2]: direct CPV in decays to specific states, in-
direct CPV in D0–D0 mixing, and indirect CPV in in-
terference of decays with and without mixing. Indirect
CPV is predicted to be universal for amplitudes with fi-
nal CP eigenstates, but direct CPV can be non-universal
depending on the specifics of the new physics [2].

We search for time-integrated CPV in the three-body
SCS decays D → π−π+π0, K−K+π0. These decays pro-
ceed via CP eigenstates (e.g., ρ0π0, φπ0) and also via
flavor states (e.g., ρ±π∓, K∗±K∓), thus making it pos-
sible to probe CPV in both types of amplitudes and in
the interference between them. Measuring interference
effects in a Dalitz plot (DP) probes asymmetries in both
the magnitudes and phases of the amplitudes, not sim-
ply in the overall decay rates. We adopt four approaches
in our search for evidence of CPV , three of which are
model-independent. First, we quantify differences be-
tween the D0 and D0 DPs in two dimensions. Second,
we look for differences in the angular moments of the
D0 and D0 intensity distributions. Third, in a model-
dependent approach, we look for CPV in the amplitudes
describing intermediate states in the D0 and D0 decays.
Finally, we look for a phase-space-integrated asymmetry.
The first two methods are sensitive to differences in the
shapes of the D0 and D0 DPs, allowing regions of phase
space with CPV to be identified. The third method as-
sociates any CPV observed using the first two methods
with specific intermediate amplitudes. The last method
is insensitive to differences in the DP shapes, so comple-
ments the other methods. To minimize bias, we finalize
the analysis procedure without looking at the data.

We perform the present analysis using 385 fb−1 of e+e−

collision data collected at 10.58 GeV and 10.54 GeV
center-of-mass (CM) energies with the BABAR detec-
tor [11] at the PEP-II storage rings. The event se-
lection criteria are those used in our measurement of
the branching ratios of the decays D → π−π+π0 and
D → K−K+π0 [12]. In particular, we study D mesons
produced in D∗+ → D0π+ and D∗− → D0π− de-
cays that distinguish between D0 and D0. We require
the D candidate CM momentum > 2.77 GeV/c and
|mD∗± − mD − 145.4 MeV/c2| < 0.6 MeV/c2. Here,
m refers to a reconstructed invariant mass. Around
±1 standard deviation of the nominal D mass, we find
82468 ± 321 π−π+π0 and 11278 ± 110 K−K+π0 signal
events with purities of about 98%. We determine the sig-
nal reconstruction efficiency as a function of the position
in the DP using simulated D0 and D0 decays [12] from
e+e− → cc events, subjected to the same selection pro-
cedure that is applied to the data.

A direct comparison of the efficiency-corrected and
background-subtracted DPs for D0 and D0 events is the
simplest way to look for CPV . Figure 1 shows the nor-
malized residuals ∆ in DP area elements, where

∆ = (nD0 − R · nD0) /
√

σ2
n

D0
+ R2 · σ2

n
D0

, (1)

and n denotes the number of events in a DP element and
σ its uncertainty. The factor R, equal to 0.983±0.006 for
π−π+π0 and 1.020 ± 0.016 for K−K+π0, is the ratio of
the number of efficiency-corrected D0 to D0 events. This
is introduced to allow for any asymmetry in the produc-
tion cross section due to higher order QED corrections
or in the branching fractions for D0 and D0 decay to the
same final state.

We calculate χ2/ν = (
∑ν

i=1 ∆2
i )/ν, where ν is the

number of DP elements: 1429 for π−π+π0 and 726 for
K−K+π0. In an ensemble of simulated experiments with
no CPV , we find the distribution of χ2/ν values to have
a mean of 1.012 (1.021) and an r.m.s. of 0.018 (0.036) for
π−π+π0 (K−K+π0). The measured value in the data is
1.020 for π−π+π0 and 1.056 for K−K+π0, so we obtain
a one-sided Gaussian confidence level (CL) for consis-
tency with no CPV of 32.8% for π−π+π0 and 16.6% for
K−K+π0. The same analysis procedure, when applied
to simulated samples with either 1% fractional change in
magnitude or 1◦ change in phase between the D0 and D0

amplitudes for decay to any of the main resonant states,
gives a χ2/ν that is about 2σ away from the no CPV
hypothesis. Systematic uncertainties are small (as will
be clear from the model-dependent results of Tables I–
II) and have not been included in the CL calculation.

The angular moments of the cosine of the helicity
angle of the D decay products reflect the spin and mass
structure of intermediate resonant and nonresonant am-
plitudes [13]. We define the helicity angle θH for decays
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FIG. 1: Normalized residuals in Dalitz plot elements, defined
in Eq. 1, for (a) D → π−π+π0 and (b) D → K−K+π0.
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FIG. 2: Normalized residuals for the first three Legendre poly-
nomial moments of the π−π+ (row 1), π+π0 (row 2), K−K+

(row 3), and K+π0 (row 4) sub-systems. The confidence level
for no CP violation (dashed line) is obtained from the first
eight moments. The error bars represent ±1σ.

of the type D → r(AB) C as the angle between the mo-
mentum of A in the AB rest frame and the direction op-
posite to the D momentum in that same frame. The an-
gular moments [14] of order l are defined as the efficiency-
corrected invariant mass distributions of events weighted
by spherical harmonics Y 0

l (θH) =
√

1/2π Pl(cos θH).
Here Pl are the Legendre polynomials of order l. To
study differences between the D0 and D0 amplitudes, we

calculate the quantities Xl for l = 0 − 7, where

Xl =
(

Pl − R · Pl

)

/
√

σ2
Pl

+ R2 · σ2
Pl

, (2)

and Pl (Pl) are obtained from D0 (D0) events. Higher
moments are zero within errors in both data and simu-
lation. For illustration, we show the Xl distributions for
l = 0 − 2, in Fig. 2.

We then calculate χ2/ν summed over all intervals in

invariant mass as χ2/ν = (
∑k

0

∑7
i=0

∑7
j=0 Xi ρij Xj)/ν,

where ν = 8k, k is the number of intervals, and ρij is the
correlation coefficient between Xi, Xj. We determine
the ρij in each mass interval by simulating experiments
with no CPV . We test the method by randomly assign-
ing real events as D0 or D0, and then calculating χ2/ν
for the difference in their angular moments. We repeat
this experiment 500 times and find the resulting χ2/ν
distribution to be consistent with no CPV , validating
our calculation of ρij . We then look at the D flavor in
the data and calculate the χ2/ν values for the two-body
channels with charge combinations +,− and +, 0. Fi-
nally, we obtain a one-sided Gaussian CL for consistency
with no CPV using the reference value and r.m.s. devia-
tion from simulation. We find the CL for no CPV to be
28.2% for the π+π−, 28.4% for the π+π0, 63.1% for the
K+K−, and 23.8% for the K+π0 sub-systems. Again, a
1% fractional change in magnitude or 1◦ change in phase
of any of the main resonant amplitudes gives a χ2/ν that
is about 2σ away from the no CPV hypothesis.

The Dalitz plot amplitude A can be parametrized as
a sum of amplitudes Ar(s+, s−) for all relevant interme-
diate states r, each with a complex coefficient, i.e., A =
∑

r ar eiφr Ar(s+, s−), where ar and φr are real. Here
s+ and s− are the squared invariant masses of the pair
of final state particles with charge combinations +, 0 and
−, 0. The fit fraction for each process r is defined as
fr ≡

R

|arAr|
2 ds+ds−/

R

|A|2 ds+ds−. We model incoherent,
CP -symmetric background empirically [13, 15]. In the
absence of CPV , we expect the values of ar and φr (and
hence fr) to be identical for D0 and D0 decay. The re-
sults obtained with this assumption are listed in Ref. [15]
for D → π−π+π0 and in Ref. [13] for D → K−K+π0.
To allow the possibility of CPV in the present analysis,
we let a second process – not necessarily of SM origin
– contribute to each of the amplitudes Ar, thus permit-
ting the ar, φr , fr for D0 and D0 to differ. We sum-
marize the results of the fit to the data in terms of the
differences ∆ar = aD0

r − aD0

r , ∆φr = φD0

r − φD0

r , and

∆fr = fD0

r − fD0

r in Table I for π−π+π0 and in Table II
for K−K+π0. The CP asymmetry in any amplitude, rel-
ative to that of the whole decay, is no larger than a few
percent.

Systematic uncertainties in the quantities describ-
ing CP asymmetries, reported in Tables I–II, arise from
experimental effects, and also from uncertainties in the
models used to describe the data. We determine these
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FIG. 1: Normalized residuals in Dalitz plot elements, defined
in Eq. 1, for (a) D → π−π+π0 and (b) D → K−K+π0.
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FIG. 2: Normalized residuals for the first three Legendre poly-
nomial moments of the π−π+ (row 1), π+π0 (row 2), K−K+

(row 3), and K+π0 (row 4) sub-systems. The confidence level
for no CP violation (dashed line) is obtained from the first
eight moments. The error bars represent ±1σ.

of the type D → r(AB) C as the angle between the mo-
mentum of A in the AB rest frame and the direction op-
posite to the D momentum in that same frame. The an-
gular moments [14] of order l are defined as the efficiency-
corrected invariant mass distributions of events weighted
by spherical harmonics Y 0

l (θH) =
√

1/2π Pl(cos θH).
Here Pl are the Legendre polynomials of order l. To
study differences between the D0 and D0 amplitudes, we

calculate the quantities Xl for l = 0 − 7, where

Xl =
(

Pl − R · Pl

)

/
√

σ2
Pl

+ R2 · σ2
Pl

, (2)

and Pl (Pl) are obtained from D0 (D0) events. Higher
moments are zero within errors in both data and simu-
lation. For illustration, we show the Xl distributions for
l = 0 − 2, in Fig. 2.

We then calculate χ2/ν summed over all intervals in

invariant mass as χ2/ν = (
∑k

0

∑7
i=0

∑7
j=0 Xi ρij Xj)/ν,

where ν = 8k, k is the number of intervals, and ρij is the
correlation coefficient between Xi, Xj. We determine
the ρij in each mass interval by simulating experiments
with no CPV . We test the method by randomly assign-
ing real events as D0 or D0, and then calculating χ2/ν
for the difference in their angular moments. We repeat
this experiment 500 times and find the resulting χ2/ν
distribution to be consistent with no CPV , validating
our calculation of ρij . We then look at the D flavor in
the data and calculate the χ2/ν values for the two-body
channels with charge combinations +,− and +, 0. Fi-
nally, we obtain a one-sided Gaussian CL for consistency
with no CPV using the reference value and r.m.s. devia-
tion from simulation. We find the CL for no CPV to be
28.2% for the π+π−, 28.4% for the π+π0, 63.1% for the
K+K−, and 23.8% for the K+π0 sub-systems. Again, a
1% fractional change in magnitude or 1◦ change in phase
of any of the main resonant amplitudes gives a χ2/ν that
is about 2σ away from the no CPV hypothesis.

The Dalitz plot amplitude A can be parametrized as
a sum of amplitudes Ar(s+, s−) for all relevant interme-
diate states r, each with a complex coefficient, i.e., A =
∑

r ar eiφr Ar(s+, s−), where ar and φr are real. Here
s+ and s− are the squared invariant masses of the pair
of final state particles with charge combinations +, 0 and
−, 0. The fit fraction for each process r is defined as
fr ≡

R

|arAr|
2 ds+ds−/

R

|A|2 ds+ds−. We model incoherent,
CP -symmetric background empirically [13, 15]. In the
absence of CPV , we expect the values of ar and φr (and
hence fr) to be identical for D0 and D0 decay. The re-
sults obtained with this assumption are listed in Ref. [15]
for D → π−π+π0 and in Ref. [13] for D → K−K+π0.
To allow the possibility of CPV in the present analysis,
we let a second process – not necessarily of SM origin
– contribute to each of the amplitudes Ar, thus permit-
ting the ar, φr , fr for D0 and D0 to differ. We sum-
marize the results of the fit to the data in terms of the
differences ∆ar = aD0

r − aD0

r , ∆φr = φD0

r − φD0

r , and

∆fr = fD0

r − fD0

r in Table I for π−π+π0 and in Table II
for K−K+π0. The CP asymmetry in any amplitude, rel-
ative to that of the whole decay, is no larger than a few
percent.

Systematic uncertainties in the quantities describ-
ing CP asymmetries, reported in Tables I–II, arise from
experimental effects, and also from uncertainties in the
models used to describe the data. We determine these
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FIG. 1: Normalized residuals in Dalitz plot elements, defined
in Eq. 1, for (a) D → π−π+π0 and (b) D → K−K+π0.
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FIG. 2: Normalized residuals for the first three Legendre poly-
nomial moments of the π−π+ (row 1), π+π0 (row 2), K−K+

(row 3), and K+π0 (row 4) sub-systems. The confidence level
for no CP violation (dashed line) is obtained from the first
eight moments. The error bars represent ±1σ.

of the type D → r(AB) C as the angle between the mo-
mentum of A in the AB rest frame and the direction op-
posite to the D momentum in that same frame. The an-
gular moments [14] of order l are defined as the efficiency-
corrected invariant mass distributions of events weighted
by spherical harmonics Y 0

l (θH) =
√

1/2π Pl(cos θH).
Here Pl are the Legendre polynomials of order l. To
study differences between the D0 and D0 amplitudes, we

calculate the quantities Xl for l = 0 − 7, where

Xl =
(

Pl − R · Pl

)

/
√

σ2
Pl

+ R2 · σ2
Pl

, (2)

and Pl (Pl) are obtained from D0 (D0) events. Higher
moments are zero within errors in both data and simu-
lation. For illustration, we show the Xl distributions for
l = 0 − 2, in Fig. 2.

We then calculate χ2/ν summed over all intervals in

invariant mass as χ2/ν = (
∑k

0

∑7
i=0

∑7
j=0 Xi ρij Xj)/ν,

where ν = 8k, k is the number of intervals, and ρij is the
correlation coefficient between Xi, Xj. We determine
the ρij in each mass interval by simulating experiments
with no CPV . We test the method by randomly assign-
ing real events as D0 or D0, and then calculating χ2/ν
for the difference in their angular moments. We repeat
this experiment 500 times and find the resulting χ2/ν
distribution to be consistent with no CPV , validating
our calculation of ρij . We then look at the D flavor in
the data and calculate the χ2/ν values for the two-body
channels with charge combinations +,− and +, 0. Fi-
nally, we obtain a one-sided Gaussian CL for consistency
with no CPV using the reference value and r.m.s. devia-
tion from simulation. We find the CL for no CPV to be
28.2% for the π+π−, 28.4% for the π+π0, 63.1% for the
K+K−, and 23.8% for the K+π0 sub-systems. Again, a
1% fractional change in magnitude or 1◦ change in phase
of any of the main resonant amplitudes gives a χ2/ν that
is about 2σ away from the no CPV hypothesis.

The Dalitz plot amplitude A can be parametrized as
a sum of amplitudes Ar(s+, s−) for all relevant interme-
diate states r, each with a complex coefficient, i.e., A =
∑

r ar eiφr Ar(s+, s−), where ar and φr are real. Here
s+ and s− are the squared invariant masses of the pair
of final state particles with charge combinations +, 0 and
−, 0. The fit fraction for each process r is defined as
fr ≡

R

|arAr|
2 ds+ds−/

R

|A|2 ds+ds−. We model incoherent,
CP -symmetric background empirically [13, 15]. In the
absence of CPV , we expect the values of ar and φr (and
hence fr) to be identical for D0 and D0 decay. The re-
sults obtained with this assumption are listed in Ref. [15]
for D → π−π+π0 and in Ref. [13] for D → K−K+π0.
To allow the possibility of CPV in the present analysis,
we let a second process – not necessarily of SM origin
– contribute to each of the amplitudes Ar, thus permit-
ting the ar, φr , fr for D0 and D0 to differ. We sum-
marize the results of the fit to the data in terms of the
differences ∆ar = aD0

r − aD0

r , ∆φr = φD0

r − φD0

r , and

∆fr = fD0

r − fD0

r in Table I for π−π+π0 and in Table II
for K−K+π0. The CP asymmetry in any amplitude, rel-
ative to that of the whole decay, is no larger than a few
percent.

Systematic uncertainties in the quantities describ-
ing CP asymmetries, reported in Tables I–II, arise from
experimental effects, and also from uncertainties in the
models used to describe the data. We determine these

R = 0.983± 0.006 1.020± 0.016

χ2/ν =
1

ν

ν∑

i=1

∆2
i

~ 1 in the simulated ensemble

(Data)
1.020 (πππ),  1.056 (KKπ)

CL. for No CPV
0.328 (πππ),  0.166 (KKπ)
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FIG. 1: Normalized residuals in Dalitz plot elements, defined
in Eq. 1, for (a) D → π−π+π0 and (b) D → K−K+π0.
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FIG. 2: Normalized residuals for the first three Legendre poly-
nomial moments of the π−π+ (row 1), π+π0 (row 2), K−K+

(row 3), and K+π0 (row 4) sub-systems. The confidence level
for no CP violation (dashed line) is obtained from the first
eight moments. The error bars represent ±1σ.

of the type D → r(AB) C as the angle between the mo-
mentum of A in the AB rest frame and the direction op-
posite to the D momentum in that same frame. The an-
gular moments [14] of order l are defined as the efficiency-
corrected invariant mass distributions of events weighted
by spherical harmonics Y 0

l (θH) =
√

1/2π Pl(cos θH).
Here Pl are the Legendre polynomials of order l. To
study differences between the D0 and D0 amplitudes, we

calculate the quantities Xl for l = 0 − 7, where

Xl =
(

Pl − R · Pl

)

/
√

σ2
Pl

+ R2 · σ2
Pl

, (2)

and Pl (Pl) are obtained from D0 (D0) events. Higher
moments are zero within errors in both data and simu-
lation. For illustration, we show the Xl distributions for
l = 0 − 2, in Fig. 2.

We then calculate χ2/ν summed over all intervals in

invariant mass as χ2/ν = (
∑k

0

∑7
i=0

∑7
j=0 Xi ρij Xj)/ν,

where ν = 8k, k is the number of intervals, and ρij is the
correlation coefficient between Xi, Xj. We determine
the ρij in each mass interval by simulating experiments
with no CPV . We test the method by randomly assign-
ing real events as D0 or D0, and then calculating χ2/ν
for the difference in their angular moments. We repeat
this experiment 500 times and find the resulting χ2/ν
distribution to be consistent with no CPV , validating
our calculation of ρij . We then look at the D flavor in
the data and calculate the χ2/ν values for the two-body
channels with charge combinations +,− and +, 0. Fi-
nally, we obtain a one-sided Gaussian CL for consistency
with no CPV using the reference value and r.m.s. devia-
tion from simulation. We find the CL for no CPV to be
28.2% for the π+π−, 28.4% for the π+π0, 63.1% for the
K+K−, and 23.8% for the K+π0 sub-systems. Again, a
1% fractional change in magnitude or 1◦ change in phase
of any of the main resonant amplitudes gives a χ2/ν that
is about 2σ away from the no CPV hypothesis.

The Dalitz plot amplitude A can be parametrized as
a sum of amplitudes Ar(s+, s−) for all relevant interme-
diate states r, each with a complex coefficient, i.e., A =
∑

r ar eiφr Ar(s+, s−), where ar and φr are real. Here
s+ and s− are the squared invariant masses of the pair
of final state particles with charge combinations +, 0 and
−, 0. The fit fraction for each process r is defined as
fr ≡

R

|arAr|
2 ds+ds−/

R

|A|2 ds+ds−. We model incoherent,
CP -symmetric background empirically [13, 15]. In the
absence of CPV , we expect the values of ar and φr (and
hence fr) to be identical for D0 and D0 decay. The re-
sults obtained with this assumption are listed in Ref. [15]
for D → π−π+π0 and in Ref. [13] for D → K−K+π0.
To allow the possibility of CPV in the present analysis,
we let a second process – not necessarily of SM origin
– contribute to each of the amplitudes Ar, thus permit-
ting the ar, φr , fr for D0 and D0 to differ. We sum-
marize the results of the fit to the data in terms of the
differences ∆ar = aD0

r − aD0

r , ∆φr = φD0

r − φD0

r , and

∆fr = fD0

r − fD0

r in Table I for π−π+π0 and in Table II
for K−K+π0. The CP asymmetry in any amplitude, rel-
ative to that of the whole decay, is no larger than a few
percent.

Systematic uncertainties in the quantities describ-
ing CP asymmetries, reported in Tables I–II, arise from
experimental effects, and also from uncertainties in the
models used to describe the data. We determine these

• asymmetry in moments of helicity angle θH
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FIG. 1: Normalized residuals in Dalitz plot elements, defined
in Eq. 1, for (a) D → π−π+π0 and (b) D → K−K+π0.
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FIG. 2: Normalized residuals for the first three Legendre poly-
nomial moments of the π−π+ (row 1), π+π0 (row 2), K−K+

(row 3), and K+π0 (row 4) sub-systems. The confidence level
for no CP violation (dashed line) is obtained from the first
eight moments. The error bars represent ±1σ.

of the type D → r(AB) C as the angle between the mo-
mentum of A in the AB rest frame and the direction op-
posite to the D momentum in that same frame. The an-
gular moments [14] of order l are defined as the efficiency-
corrected invariant mass distributions of events weighted
by spherical harmonics Y 0

l (θH) =
√

1/2π Pl(cos θH).
Here Pl are the Legendre polynomials of order l. To
study differences between the D0 and D0 amplitudes, we

calculate the quantities Xl for l = 0 − 7, where

Xl =
(

Pl − R · Pl

)

/
√

σ2
Pl

+ R2 · σ2
Pl

, (2)

and Pl (Pl) are obtained from D0 (D0) events. Higher
moments are zero within errors in both data and simu-
lation. For illustration, we show the Xl distributions for
l = 0 − 2, in Fig. 2.

We then calculate χ2/ν summed over all intervals in

invariant mass as χ2/ν = (
∑k

0

∑7
i=0

∑7
j=0 Xi ρij Xj)/ν,

where ν = 8k, k is the number of intervals, and ρij is the
correlation coefficient between Xi, Xj. We determine
the ρij in each mass interval by simulating experiments
with no CPV . We test the method by randomly assign-
ing real events as D0 or D0, and then calculating χ2/ν
for the difference in their angular moments. We repeat
this experiment 500 times and find the resulting χ2/ν
distribution to be consistent with no CPV , validating
our calculation of ρij . We then look at the D flavor in
the data and calculate the χ2/ν values for the two-body
channels with charge combinations +,− and +, 0. Fi-
nally, we obtain a one-sided Gaussian CL for consistency
with no CPV using the reference value and r.m.s. devia-
tion from simulation. We find the CL for no CPV to be
28.2% for the π+π−, 28.4% for the π+π0, 63.1% for the
K+K−, and 23.8% for the K+π0 sub-systems. Again, a
1% fractional change in magnitude or 1◦ change in phase
of any of the main resonant amplitudes gives a χ2/ν that
is about 2σ away from the no CPV hypothesis.

The Dalitz plot amplitude A can be parametrized as
a sum of amplitudes Ar(s+, s−) for all relevant interme-
diate states r, each with a complex coefficient, i.e., A =
∑

r ar eiφr Ar(s+, s−), where ar and φr are real. Here
s+ and s− are the squared invariant masses of the pair
of final state particles with charge combinations +, 0 and
−, 0. The fit fraction for each process r is defined as
fr ≡

R

|arAr|
2 ds+ds−/

R

|A|2 ds+ds−. We model incoherent,
CP -symmetric background empirically [13, 15]. In the
absence of CPV , we expect the values of ar and φr (and
hence fr) to be identical for D0 and D0 decay. The re-
sults obtained with this assumption are listed in Ref. [15]
for D → π−π+π0 and in Ref. [13] for D → K−K+π0.
To allow the possibility of CPV in the present analysis,
we let a second process – not necessarily of SM origin
– contribute to each of the amplitudes Ar, thus permit-
ting the ar, φr , fr for D0 and D0 to differ. We sum-
marize the results of the fit to the data in terms of the
differences ∆ar = aD0

r − aD0

r , ∆φr = φD0

r − φD0

r , and

∆fr = fD0

r − fD0

r in Table I for π−π+π0 and in Table II
for K−K+π0. The CP asymmetry in any amplitude, rel-
ative to that of the whole decay, is no larger than a few
percent.

Systematic uncertainties in the quantities describ-
ing CP asymmetries, reported in Tables I–II, arise from
experimental effects, and also from uncertainties in the
models used to describe the data. We determine these

CL. for No CPV
~ O(30%)
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• model-dependent asymmetry in Dalitz plot amplitudes : ! (a few)%

and consistent with 0

• phase-space-integrated asymmetry

6

TABLE I: Model-dependent CP asymmetry in the D →

π−π+π0 Dalitz plots. The first and second errors are statisti-
cal and systematic, respectively. For details on the Dalitz plot
parametrization and the ar, φr, and fr values, see Ref. [15].
As explained in text, ∆fr is closely related to ∆ar and ∆φr

State fr (%) ∆ar (%) ∆φr (◦) ∆fr (%)
ρ+(770) 68 -3.2±1.7±0.8 -0.8±1.0±1.0 -1.6±1.1±0.4
ρ0(770) 26 2.1±0.9±0.5 0.8±1.0±0.4 1.6±1.4±0.6
ρ−(770) 35 2.0±1.1±0.8 -0.6±0.9±0.4 0.7±1.1±0.5
ρ+(1450) 0.1 2±11±8 -30±25±9 0.0±0.1±0.1
ρ0(1450) 0.3 13±8±6 -1±14±3 0.1±0.2±0.1
ρ−(1450) 1.8 -3±6±5 8±7±3 -0.2±0.3±0.1
ρ+(1700) 4 19±27±9 9±7±3 0.4±1.0±0.4
ρ0(1700) 5 -31±20±12 -7±6±2 -1.3±0.8±0.3
ρ−(1700) 3 -3±14±11 -3±8±3 -0.5±0.6±0.3
f0(980) 0.2 0.0±0.1±0.2 -3±7±4 0.0±0.1±0.1
f0(1370) 0.4 -0.3±1.3±1.2 7±14±5 -0.2±0.1±0.1
f0(1500) 0.4 0.4±1.1±0.7 -1±12±1 0.0±0.1±0.1
f0(1710) 0.3 -3±3±2 -25±13±11 0.0±0.1±0.1
f2(1270) 1.3 8±4±5 2±5±2 0.1±0.1±0.1
σ(400) 0.8 -0.3±0.7±2.0 -4±7±3 -0.1±0.1±0.1
Nonres 0.8 12±7±8 11±9±4 0.2±0.3±0.2

TABLE II: Model-dependent CP asymmetry in the D →

K−K+π0 Dalitz plots. The errors are statistical and system-
atic, respectively. We show the a0(980) contribution, when
it is included in place of the f0(980), in square brackets. For
details on the Dalitz plot parametrization and the ar, φr, and
fr values, see Ref. [13]. We use Model-I of Ref. [13] to obtain
central values and Model-II for study of systematic errors.

State fr (%) ∆ar (%) ∆φr (◦) ∆fr (%)
K∗(892)+ 45 2±3±2 10±12±3 0.8±1.1±0.4
K∗(1410)+ 4 101±65±37 1±21±6 1.7±1.8±0.6
K+π0(S) 16 -130±64±51 -9±10±6 -2.3±4.7±1.0
φ(1020) 19 -1±2±1 -10±20±5 -0.4±0.8±0.2
f0(980) 7 14±16±6 -12±25±8 0.4±2.6±0.2
ˆ

a0(980)
0
˜

[6] [19±16±6] [-7±16±8] [0.6±1.9±0.2]
f ′
2(1525) 0.1 -38±74±8 6±36±12 0.0±0.1±0.3

K∗(892)− 16 1±3±1 -7±4±2 1.7±1.3±0.4
K∗(1410)− 5 133±93±68 -23±13±9 1.7±2.8±0.7
K−π0(S) 3 8±68±36 32±39±14 0.4±2.4±0.5
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FIG. 3: Phase-space-integrated CP asymmetry as a func-
tion of the cosine of the polar angle of the reconstructed
D candidate CM momentum for (a) D → π−π+π0 and (b)
D → K−K+π0 decays. The dashed lines represent the central
values, and the shaded regions the 1σ intervals.

separately, as described in Refs. [13, 15], and add them
in quadrature. For all variations described below, we
assign the maximum deviation from the central value
as a systematic uncertainty, accounting for correlations
among parameters. For resonance lineshapes and form-
factors, we vary the parameters [16] by ±1σ. Similarly,
we vary the signal efficiency parameters for separately
for D0 and D0 events by ±1σ, the ratios of particle-
identification rates in data and simulation by ±1σ, and
the background shapes by using simulation rather than
data sidebands. We include uncertainties from D0–D0

misidentification, estimated from simulation, in the ex-
perimental systematic uncertainty.

To this point, we have described the investigation of
time-integrated CP asymmetry in neutral D meson de-
cays using information from the DP distributions. Dif-
ferences in the overall branching fractions for the D0

and D0 decays to π−π+π0, K−K+π0 would also indi-
cate time-integrated CPV . This information is not cap-
tured by the differential comparisons of the DP struc-
tures already described, and is complementary to them.
To correct for any production asymmetry in D0-flavor
assignment, we weight each event by the relative effi-
ciency for flavor assignment, as described in Ref. [5].
Since there is an asymmetry [5] between the number of
events reconstructed at forward and backward polar an-
gles (θCM

D0 ) of the D candidate CM momentum, we extract

the CP asymmetry value, aCP ≡ N
D0−N

D0

N
D0+N

D0
, in intervals of

| cos θCM

D0 |. Here, N denotes the number of signal events.
Any forward-backward asymmetry is canceled by aver-
aging over symmetric intervals in cos θCM

D0 , as shown in
Eqs. 3–5 of Ref. [5]. In Fig. 3 we show the aCP for events
in the D mass window used in the DP analysis. We
perform χ2 minimization to obtain the central values:
[−0.31 ± 0.41 (stat) ± 0.17 (syst)] % for π−π+π0 and
[1.00 ± 1.67 (stat) ± 0.25 (syst)] % for K−K+π0 final
states. The systematic uncertainties result from signal
efficiency, particle-identification, background treatment,
and D0−D0 misidentification. As a consistency check, we
repeat the analysis with a larger D mass window (±2.5σ)
and find consistent results: [−0.28 ± 0.34 (stat) ± 0.19
(syst)] % for π−π+π0 and [0.62 ± 1.24 (stat) ± 0.28
(syst)] % for K−K+π0.

In summary, our model-independent and model-
dependent analyses show no evidence of CPV in the SCS
decays D → π−π+π0 and D → K−K+π0. The interme-
diate amplitudes include well-defined flavor states (e.g.,
ρ±π∓, K∗±K∓) and CP -odd eigenstates (e.g., ρ0π0,
φπ0). With the null results of Ref. [5, 6, 7, 8] for CP -even
eigenstates D → K+K− and D → π+π−, we conclude
that any CPV in the SCS charm decays occurs at a rate
which is not larger than a few percent. These results
are in accord with the SM predictions, and provide con-
straints on some models beyond the SM [2].

We are grateful for the excellent luminosity and ma-

• any AFB is cancelled in | cos θCM
D0 |

ACP =

{
(−0.28± 0.34± 0.19)% (πππ)
(0.62± 1.24± 0.28)% (KKπ)
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Summary
Firm and consistent evidences for D0 mixing

• Systematic efforts are going on to measure D0 mixing 
parameters in various ways

No evidence for CPV in D0

• Perhaps, not much bigger than O(1%) level

• Improving the syst. uncertainties shall be important
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